
Fall 2019 GEOL0350–Homework 2
Based on Chapter 2 & 3 of the Notes (Complex, Linear)

1 Crunch your abs!

Simplify the following number, z, to the z = x + iy form and to the z = reiθ form. Then plot the
number and all of its fourth roots in the complex plane.

z =

[
1 + i

1− i

]4
(1)

z =

[
1 + i

1− i

]4
=

[
(1 + i)(1− i)
(1− i)(1− i)

]4
=

[
2

−2i

]4
= i4 = 1

2 Complex Solving

Solve x+ iy = (1− i)2(1 + i)2 for x, y.

2.5.44 :x+ iy = (1− i)2(1 + i)2 = (1− i2)2 = 22 = 4,

x = 4, y = 0.

3 The Buoyancy, or Brunt-Väisälä, Frequency

In a density stratified fluid, displacing a fluid parcel (without changing its density) upward or
downward results in a restoring buoyancy force, because a parcel displaced upward will be denser
than its neighbors and a parcel displaced downward will be more buoyant than its neighbors. The
equation that describes the motion for the position of the parcel Z can be written

d2Z

dt2
= −N2Z. (2)

Where N is a function of the density (ρ) stratification in the vertical direction (z) as compared to
a background density ρ0 and gravitational acceleration g:

N2 =
−g
ρ0

dρ

dz
. (3)
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5 I’LL TRY ANOTHER

The frequency N is called the buoyancy frequency or Brunt-Väisälä frequency after David Brunt
and Vilho Väisälä. Verify that Z = eiNt, Z = e−iNt, Z = cos(Nt), and Z = sin(Nt) satisfy this
equation.

2.16.13 :
d2

dt2
eiNt = i2N2eiNt = −N2(eiNt),

d2

dt2
e−iNt = (−i)2N2e−iNt = −N2(e−iNt),

d2

dt2
sin(Nt) = −N2 sin(Nt) = −N2(sin(Nt)),

d2

dt2
cos(Nt) = −N2 cos(Nt) = −N2(cos(Nt)).

4 Solve Systems

Solve the following system of equations by writing them as a matrix and reducing the rows.

2x+ 3y =1 (4)

x+ 2y =2 (5)

x+ 3y =5 (6)

 2 3 1
1 2 2
1 3 5

→
 0 −1 −3

1 2 2
0 1 3

→
 0 −1 −3

1 0 4
0 0 0


Two equations redundant. Solved by x = −4, y = 3.

5 I’ll Try Another

Solve the following system of equations by writing them as a matrix and reducing the rows.

x− y + 2z =5 (7)

2x+ 3y − z =4 (8)

2x− 2y + 4z =6 (9)

Or,  1 −1 2 5
2 3 −1 4
2 −2 4 6

→
 1 −1 2 5

0 5 −5 −6
0 0 0 −4


No unique solutions–inconsistent equations.
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7 ANGLE

6 Graph, Algebra, Vectors

Let A = 2i+3j and B = 4i−4j. Show graphically and find algebraically, the vectors: −A, 3B,A−
B,B + 2A, 1

2
(A + B).

Figure 1: Diagram to 3.4.9 of ?.

3.4.9:

A = 2̂i + 3̂j, B = 4̂i− 4̂j,

−A = −2̂i− 3̂j, 3B = 12̂i− 12̂j,

A−B = −2̂i + 7̂j, B + 2A = 8̂i + 2̂j,

1

2
(A + B) = 3̂i− 1

2
ĵ.

7 Angle

Find the angle between these two vectors:

A = −2̂i + ĵ− 2k̂, B = 2̂i− 2̂j (10)
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8 COMPLEX MATRIX

A = −2̂i + ĵ− 2k̂, B = 2̂i− 2̂j,

cos θ =
A ·B
|A||B|

=
−4− 2

3× 2
√

2
=
−1√

2
,

θ =
3π

4
≈ 2.356.

8 Complex Matrix

Given the following matrix A, find it’s transpose AT , its inverse A−1, its complex conjugate A∗,
and its transpose conjugate A†. Verify that AA−1 = A−1A = I, the identity matrix, and that(
AA−1

)†
=
(
A−1

)†
A† = I† = I, the identity matrix.

A =

 1 0 5i
−2i 2 0

1 1 + i 0

 , (11)

A =

 1 0 5i
−2i 2 0

1 1 + i 0

 , Aᵀ =

 1 −2i 1
0 2 1 + i
5i 0 0


A∗ =

 1 0 −5i
2i 2 0
1 1− i 0

 , (Aᵀ)∗ =

 1 2i 1
0 2 1− i
−5i 0 0


AA−1 =

 1 0 5i
−2i 2 0

1 1 + i 0


 A−111 A−112 A−113

A−121 A−122 A−123

A−131 A−132 A−133

 A−1 =

 0 −1+i
2
−i

0 −i
2

1
−i
5

−1−i
10

1
5


 0 −1+i

2
−i

0 −i
2

1
−i
5

−1−i
10

1
5


 1 0 5i
−2i 2 0

1 1 + i 0

 = I

 1 0 5i
−2i 2 0

1 1 + i 0


 0 −1+i

2
−i

0 −i
2

1
−i
5

−1−i
10

1
5

 = I

I† =
(
AA−1

)†
=

 0 −1+i
2
−i

0 −i
2

1
−i
5

−1−i
10

1
5


†  1 0 5i
−2i 2 0

1 1 + i 0


†

=

 0 0 i
5

−1−i
2

i
2
−1+i
10

i 1 1
5


 1 2i 1

0 2 1− i
−5i 0 0

 = I
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9 EIGENPROBLEM

9 Eigenproblem

Find the eigenvalues and eigenvectors of the following matrix. Do this problem by hand to be sure
you know what the process means.

 2 3 0
3 2 0
0 0 1

 (12)

3.11.15:  2 3 0
3 2 0
0 0 1

v = λv,

∣∣∣∣∣∣∣
2− λ 3 0

3 2− λ 0
0 0 1− λ

∣∣∣∣∣∣∣ = (2− λ)(2− λ)(1− λ)− 9(1− λ),

= −λ3 + 5λ2 + λ− 5 = −(λ− 1)(λ+ 1)(λ− 5),

λ1 = −1, 2 3 0
3 2 0
0 0 1

v = −v,

2vx + 3vy + 0vz = −vx,
3vx + 2vy + 0vz = −vy,

vz = −vz,
v1 = (1,−1, 0),

λ2 = 1, 2 3 0
3 2 0
0 0 1

v = v,

2vx + 3vy + 0vz = vx,

3vx + 2vy + 0vz = vy,

vz = vz,

v2 = (0, 0, 1),
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10 NONTRIVIAL CRAMER’S

λ3 = 5, 2 3 0
3 2 0
0 0 1

v = 5v,

2vx + 3vy + 0vz = 5vx,

3vx + 2vy + 0vz = 5vy,

vz = 5vz,

v3 = (1, 1, 0),

10 Nontrivial Cramer’s

In Pedlosky’s book Geophysical Fluid Dynamics, Cramer’s rule is repeatedly used to determine the
dispersion relation for waves and instabilities that solve complex linear systems of equations. One
example is the derivation of Kelvin and Poincaré waves in a channel (x is along-channel distance
and y is the cross-channel distance, and L is the channel width). The waves (in displacement of the
ocean surface, or η) are assumed to have the form

η = Re (A cosαy +B sinαy) ei(kx−σt) (13)

The parameter k is the wavenumber in x, σ is the frequency, and α is the wavenumber in y. A and
B are amplitudes. In the derivation, the wave equations were used to show that must α depend
on other parameters (C0, a typical wave speed and f , the Coriolis parameter) in the following way:

α2 = σ2−f2
C2

0
− k2. The remaining equations (the boundary conditions at the walls of the channel)

were boiled down to the following linear equations on A and B.

αA +
fk

σ
B = 0, (14)[

α cosαL+
fk

σ
sinαL

]
A +

[
fk

σ
cosαL− α sinαL

]
B = 0. (15)

Using Cramer’s rule, prove that: a) If the determinant of the coefficients of A and B doesn’t vanish,
then the only solution is A = 0, B = 0. b) That a nontrivial solution is possible if the determinant
vanishes, and show that a vanishing determinant is equivalent to the condition (called the dispersion
relation which is used to solve for frequency given wavenumber or vice versa):

(σ2 − f 2)(σ2 − C2
0k

2) sinαL = 0. (16)

Finally, c) the equations for A and B are linear, but the dispersion relation between σ and k is
not. Which operation in the use of Cramer’s rule will virtually guarantee nonlinear polynomials?
(Hint: the order of the polynomials will be closely related to the number of columns or rows in the
coefficient matrix)

a) This is a homogeneous set of equations, so Cramer’s rule tells us the solution will be trivial
(A = 0, B = 0) because the column vector on the RHS is equal to zero, thus the numerator
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10 NONTRIVIAL CRAMER’S

(determinant of a matrix with a column replaced by the RHS vector) in Cramer’s rule will always
be equal to zero. The only way for a nontrivial solution in this case is if the denominator (the
coefficient matrix’s determinant) is zero.
b) We want a nontrivial solution, so set the determinant to be zero.

α

[
fk

σ
cosαL− α sinαL

]
− fk

σ

[
α cosαL+

fk

σ
sinαL

]
= 0,(

−α2 − f 2k2

σ2

)
sinαL =

(
−σ

2 − f 2

C2
0

+ k2 − f 2k2

σ2

)
sinαL = 0,

(σ2 − f 2)(σ2 − C2
0k

2) sinαL = 0.

c) Finding the determinant of the coefficient matrix involves multiplying coefficients. Thus, the
dispersion relation is usually not a linear function, as it is built from products of all of the coefficients.
In this case, there are 3 classes of roots (solutions, or types of waves), σ = ±f (inertial oscillations),
σ = ±C0k (gravity waves), and αL = nπ (Poincaré Waves).
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