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Consequences of Uncertainty 
in Air-Sea Exchange 



To understand air-sea effects on decadal 
variability, and our observation of the 

consequences, is important to distinguish:

Presence of observable decadal variability


Understanding of past decadal variability


Modeling of decadal variability


Prediction of decadal variability



Brown et al., 2014 IPCC AR5, 2013

In practice, it is easier to observe the integrated 
ocean effects (ocean heat content (OHC), salinity) 

rather than the fluxes themselves. SST may 
approximate OHC. 


However, problematic prediction and attribution

Presence of observable decadal variability



What does hydrography show?

OHCs and fluxes are not fixed!


Hansen et al. (2011).
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Fig.10. (a) Estimated contributions to planetary energy imbalance in 1993-2008, and (b) in 2005-2010.  
Except for heat gain in the abyssal ocean and Southern Ocean, ocean heat change beneath the upper ocean 
(top 700 m for period 1993-2008, top 2000 m in period 2005-2010) is assumed to be small and is not 
included.  Data sources are the same as for Figs. 8 and 9.  Vertical whisker in (a) is not an error bar, but 
rather shows the range between the Lyman et al. (2010) and Levitus et al. (2009) estimates.  Error bar in 
(b) combines estimated errors of von Schuckmann and Le Traon (2011) and Purkey and Johnson (2010). 
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rather shows the range between the Lyman et al. (2010) and Levitus et al. (2009) estimates. Error bar in (b) combines estimated errors of
von Schuckmann and Le Traon (2011) and Purkey and Johnson (2010).

10.3 Summary of contributions to planetary energy
imbalance

Knowledge of Earth’s energy imbalance becomes increas-
ingly murky as the period extends further into the past. Our
choice for starting dates for summary comparisons (Fig. 10)
is (a) 1993 for the longer period, because sea level began to
be measured from satellites then, and (b) 2005 for the shorter
period, because Argo floats had achieved nearly full spatial
coverage.
Observed planetary energy imbalance includes upper

ocean heat uptake plus three small terms. The first term is
the sum of non-ocean terms (Fig. 9a). The second term, heat
gain in the abyssal ocean (below 4000m), is estimated to be
0.027± 0.009Wm�2 by Purkey and Johnson (2010), based
on observations in the past three decades. Deep ocean heat
change occurs on long time scales and is expected to increase
(Wunsch et al., 2007). Because global surface temperature
increased almost linearly over the past three decades (Hansen
et al., 2010) and deep ocean warming is driven by surface
warming, we take this rate of abyssal ocean heat uptake as
constant during 1980–present. The third term is heat gain
in the ocean layer between 2000 and 4000m for which we
use the estimate 0.068± 0.061Wm�2 of Purkey and John-
son (2010).
Upper ocean heat storage dominates the planetary energy

imbalance during 1993–2008. Ocean heat change below
700m depth in Fig. 10 is only for the Southern and abyssal
oceans, but those should be the largest supplements to up-
per ocean heat storage (Leuliette and Miller, 2009). Levi-
tus et al. (2009) depth profiles of ocean heat gain suggest
that 15–20 percent of ocean heat uptake occurs below 700m,
which would be mostly accounted for by the estimates for

the Southern and abyssal oceans. Uncertainty in total ocean
heat storage during 1993–2008 is dominated by the discrep-
ancy at 0–700m between Levitus et al. (2009) and Lyman et
al. (2010).
The Lyman et al. (2010) upper ocean heat storage of

0.64± 0.11Wm�2 for 1993–2008 yields planetary energy
imbalance 0.80Wm�2. The smaller upper ocean heat gain
of Levitus et al. (2009), 0.41Wm�2, yields planetary energy
imbalance 0.57Wm�2.
The more recent period, 2005–2010, has smaller upper

ocean heat gain, 0.38Wm�2 for depths 10–1500m (von
Schuckmann and Le Traon, 2011) averaged over the entire
planetary surface and 0.41Wm�2 for depths 0–2000m. The
total planetary imbalance in 2005–2010 is 0.58Wm�2. Non-
ocean terms contribute 13 percent of the total heat gain in this
period, exceeding the contribution in the longer period in part
because of the increasing rate of ice melt.
Estimates of standard error of the observed planetary en-

ergy imbalance are necessarily partly subjective because the
error is dominated by uncertainty in ocean heat gain, in-
cluding imperfect instrument calibrations and the possibil-
ity of unrecognized biases. The von Schuckmann and Le
Traon (2011) error estimate for the upper ocean (0.1Wm�2)
is 0.07Wm�2 for the globe, excluding possible remaining
systematic biases in the Argo observing system (see also
Barker et al., 2011). Non-ocean terms (Fig. 8) contribute
little to the total error because the terms are small and well
defined. The error contribution from estimated heat gain
in the deep Southern and abyssal oceans is also small, be-
cause the values estimated by Purkey and Johnson (2010) for
these terms, 0.062 and 0.009Wm�2, respectively, are their
95 percent (2-� ) confidence limits.
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Our estimated planetary energy imbalance is
0.80± 0.20Wm�2 for 1993–2008 and 0.58± 0.15Wm�2

for 2005–2010, with estimated 1-� standard error. Our esti-
mate for 1993–2008 uses the Lyman et al. (2010) ocean heat
gain rather than Levitus et al. (2009) for the reason discussed
in Sect. 11. These error estimates may be optimistic because
of the potential for unrecognized systematic errors, indeed
Church et al. (2011) estimate an ocean heat uptake of only
0.33Wm�2 for 1993–2008. For this reason, our conclusions
in this paper are based almost entirely on analyses of the
period with the most complete data, 2005–2010. Sampling
error in the Argo era will decline as the Argo record length-
ens (von Schuckmann and Le Traon, 2011), but systematic
biases may remain and require continued attention.

11 Modeled versus observed planetary energy
imbalance

Observed and simulated planetary energy imbalances
(Fig. 11) are both smoothed via moving 6-yr trends for com-
parison with the Argo analysis. The three small energy bal-
ance terms described above are added to the observed upper
ocean heat uptake.
Argo era observed planetary energy imbalances are

0.70Wm�2 in 2003–2008 and 0.58Wm�2 in 2005–2010.
Slow, intermediate, and fast response functions yield plane-
tary energy imbalances 0.95, 0.59 and 0.34Wm�2 in 2003–
2008 and 0.98, 0.61 and 0.35Wm�2 in 2005–2010.
Observed planetary energy imbalance in 1993–2008 is

0.80Wm�2, assuming the Lyman et al. (2010) upper ocean
heat storage, but only 0.59Wm�2 with the Levitus et
al. (2009) analysis. The calculated planetary energy imbal-
ance for 1993–2008 is 1.06, 0.74 and 0.53Wm�2 for the
slow, intermediate and fast climate response functions, re-
spectively.
We conclude that the slow climate response function is

inconsistent with the observed planetary energy imbalance.
This is an important conclusion because it implies that many
climate models have been using an unrealistically large net
climate forcing and human-made atmospheric aerosols prob-
ably cause a greater negative forcing than commonly as-
sumed.
The intermediate response function yields planetary en-

ergy imbalance in close agreement with Argo-era observa-
tions. The intermediate response function also agrees with
the planetary energy imbalance for 1993–2008, if we accept
the Lyman et al. (2010) estimate for upper ocean heat up-
take. Given that (1) Lyman et al. (2010) data is in much
better agreement with the Argo-era analyses of von Schuck-
mann et al., and (2) a single response function must fit both
the Argo-era and pre-Argo-era data, these results support the
contention that the Levitus et al. analysis understates ocean
heat uptake in data sparse regions. However, note that the
conclusion that the slow response function is incompatible
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Fig. 11. Observed and calculated planetary energy imbalance,
smoothed with moving 6-yr trend. Non-ocean terms of Fig. 9a and
small contributions of the abyssal ocean and deep Southern Ocean,
as discussed in the text, are added to the upper ocean heat content
analyses of Levitus et al. (2009), Lyman et al. (2010), von Schuck-
mann et al. (2009), and von Schuckmann and Le Traon (2011).
Results for slow, intermediate, and fast climate response functions
each fit the observed temperature record (Fig. 7).

with observed planetary energy imbalance does not require
resolving the difference between the Lyman et al. and Levi-
tus et al. analyses.
Our principal conclusions, that the slow response func-

tion is unrealistically slow, and thus the corresponding net
human-made climate forcing is unrealistically large, are sup-
ported by implications of the slow response function for
ocean mixing. The slow response model requires a large
net climate forcing (⇠2.1Wm�2 in 2010) to achieve global
surface warming consistent with observations, but that large
forcing necessarily results in a large amount of heat being
mixed into the deep ocean. Indeed, GISS modelE-R achieves
realistic surface warming (Hansen et al., 2007b), but heat up-
take by the deep ocean exceeds observations. Quantitative
studies will be reported by others (A. Romanou and J. Mar-
shall, personal communication, 2011) confirming that GISS
modelE-R has excessive deep ocean uptake of heat and pas-
sive tracers such as CFCs. Excessive deep mixing, especially
in the Southern Ocean, seems to occur in many ocean models
(Dutay et al., 2002; Gent et al., 2006; Griffies et al., 2009).

12 Is there closure with observed sea level change?

Munk (2002, 2003) drew attention to the fact that melting ice
and thermal expansion of the ocean did not seem to be suffi-
cient to account for observed sea level rise. This issue now
can be reexamined with the help of Argo data and improving
data on the rate of ice melt.
Sea level in the period of satellite observations increased

at an average rate 3.2± 0.4mmyr�1 (Fig. 12). In the six
year period of the most accurate Argo data, 2005–2010, sea
level increased 2.0± 0.5mmyr�1. The slower recent rate of

Atmos. Chem. Phys., 11, 13421–13449, 2011 www.atmos-chem-phys.net/11/13421/2011/

90% anomalous (anthropogenic?) 

warming ends up in the oceans.

From the Argo Era.Trad. Hydrography



GMST vs. SST 
vs. MLT  vs. OHC

http://www.oc.nps.edu/

Heat Content


Atmosphere:

0.15K/decade


=

3.4m Ocean:

0.15K/decade


=

34m Ocean:


0.15K/century

<


0.01% this 

seasonality
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A. D. Nelson, J. B. Weiss, B. Fox-Kemper, 2015: Reconciling observations and models of ocean heat content variability. In preparation. 

Sophisticated analysis is 
required to overcome Argo 
sampling problems—inherent 
uncertainty, O(0.2W/m2), on 

interannual to decadal 
timescales in global average.

O(10W/m2) without analysis.

CORA is Argo+ 

Detrended, Deseasoned

Detrended, Deseasoned,
Sampled at Argo Locations



Understanding of past decadal variability


Monday Morning Quarterbacking abounds in 
variability analyses, e.g.:


You can’t use 1998 as a start year—it was the 
biggest ENSO event of the past 100yr…


Phase of the IPO/PDO explains the hiatus, 
but we don’t know what causes the IPO/
PDO…


Maybe explanations, but little predictive power.



Stochastic, Unpredictable Model: 

Frankignoul & Hasselmann (77)
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series have been low-pass filtered. The longer the 
integration time in (3.5), the larger the amplitude of 
the SST oscillations, as expected from the non- 
stationarity state of the climatic response for the 
case without feedback. 

The power spectrum of the simulated sensible 
heat flux anomaly at a fixed location is shown in 
Fig. 4. It has the same features as the simulated 
wind spectrum (Fig. I). In particular, it is essentially 
white at low frequencies, in agreement with 
observation (and as required by theory) although 
the energy level is about one order of magnitude 
lower than observed flux data (Section'4). The 
simulated flux spectrum implies a diffusion co- 
efficient according to relation (3.5) of D z 0.25 
(°C)2 year-', i.e. the random atmospheric forcing 
produces a standard deviation in the SST of about 
0.7 OC in one year. As predicted by relation (1.5), 
the simulated SST anomaly spectrum is propor- 
tional to the inverse frequency squared at low fre- 
quencies (Fig. 4). This is again in agreement with 
the observations, and the energy level is also about 
one order of magnitude lower than observed mid- 
and high-latitude levels, in accordance with the 
order of magnitude underestimate of the simulated 
input spectrum. A more detailed comparison with 
the observations is given in Section 4. 

The wavenumber spectrum of the SST anomalies 
is proportional to the wavenumber spectrum of the 
atmospheric input (Fig. 2, dotted lines). In contrast 
to the wind spectrum, which is highest at wave- 
number 1, the maximum variance of the simulated 
SST occurs at wavenumbers 2 and 3. This corres- 
ponds roughly to the observed scale of the 
dominant SST anomaly patterns, which are 
typically several thousand kilometers in diameter, 
and is also consistent with the observation that the 
dominant scales of the SST anomalies appear to be 
somewhat smaller than the scales of air tem- 
perature or sea-level pressure anomalies (e.g. 
Kraus & Morrison, 1966; Davis, 1976). 

Although our ocean-atmosphere model is admit- 
tedly highly simplified, the main features of the SST 
spectral response to short time scale weather 
forcing appear to be reproduced reasonably well in 
the numerical experiments. As discussed in Section 
4, further processes (e.g. radiation fluxes of Ekman 
transport) will need to be considered in more 
quantitative models. However, as long as these can 
be represented by short-time-scale "weather vari- 
ables", they will yield only an additional white 
noise input. Depending on their correlation with the 

Tellus 29 (1977), 4 

sensible and latent heat fluxes considered here, they 
will produce lower or higher energy levels of the 
SST anomalies, but no changes in the basic 
structure of the spectrum. Other effects which 
should be incorporated in more detailed models 
include slow changes in the coupled system (e.g. 
seasonal variations of the mixed-layer depth), 
which will modulate the oceanic response. 

Up to this point we have also omitted feedback 
effects. The observations (Section 4) suggest that 
the characteristic feedback time of SST anomalies 
is of the order of 6 months, so that the results of 
this section can be applied only for periods shorter 
than this time scale. 
(c) Simulated SST anomalies including feedback 

For small temperature anomalies, the function f, 
in eq. (3.1), dT/dt = f,/h (h = const), can be 
expanded with respect to T. Writing f, = ull + f i, 
and defining T = 0 to correspond to an equilibrium 
temperature for which ull = 0, eq. (3.1) then takes 
the form of a first-order autoregressive (Markov) 
process 

dt h 

where 1 = (a[ f , l /aT) , , ,  is a constant feedback 
factor. For a stable system with negative feedback, 
1 is positive (cf. eq.) (1.7)). 

Since our atmospheric model contains no ther- 
modynamics, we cannot simulate the feedback 
explicitly in the coupled system. However, we can 
estimate the feedback factor by expanding the bulk 
formula (3.4) with respect to T. Assuming the air 
temperature to remain constant, this yields 

where (lUl) is the mean wind speed. Taking (IUl) 
= 8 m sec-' and C,,, B and h as given in Section 
3a, one obtains 1 = (1.7 month)-'. This feedback 
factor is larger than inferred from observations, 
presumably because of the unrealistic assumption 
of a constant air temperature (cf. Section 4). The 
value was nevertheless used in our model experi- 
ments to illustrate the stabilizing influence of a 
negative feedback in our rather short (512) day) 
simulation runs (Fig. 3). The decrease in amplitude 
of the lowest frequency SST oscillation as com- 
pared with the case without feedback is clearly dis- 

STOCHASTIC CLIMATE MODELS 295 

series have been low-pass filtered. The longer the 
integration time in (3.5), the larger the amplitude of 
the SST oscillations, as expected from the non- 
stationarity state of the climatic response for the 
case without feedback. 

The power spectrum of the simulated sensible 
heat flux anomaly at a fixed location is shown in 
Fig. 4. It has the same features as the simulated 
wind spectrum (Fig. I). In particular, it is essentially 
white at low frequencies, in agreement with 
observation (and as required by theory) although 
the energy level is about one order of magnitude 
lower than observed flux data (Section'4). The 
simulated flux spectrum implies a diffusion co- 
efficient according to relation (3.5) of D z 0.25 
(°C)2 year-', i.e. the random atmospheric forcing 
produces a standard deviation in the SST of about 
0.7 OC in one year. As predicted by relation (1.5), 
the simulated SST anomaly spectrum is propor- 
tional to the inverse frequency squared at low fre- 
quencies (Fig. 4). This is again in agreement with 
the observations, and the energy level is also about 
one order of magnitude lower than observed mid- 
and high-latitude levels, in accordance with the 
order of magnitude underestimate of the simulated 
input spectrum. A more detailed comparison with 
the observations is given in Section 4. 

The wavenumber spectrum of the SST anomalies 
is proportional to the wavenumber spectrum of the 
atmospheric input (Fig. 2, dotted lines). In contrast 
to the wind spectrum, which is highest at wave- 
number 1, the maximum variance of the simulated 
SST occurs at wavenumbers 2 and 3. This corres- 
ponds roughly to the observed scale of the 
dominant SST anomaly patterns, which are 
typically several thousand kilometers in diameter, 
and is also consistent with the observation that the 
dominant scales of the SST anomalies appear to be 
somewhat smaller than the scales of air tem- 
perature or sea-level pressure anomalies (e.g. 
Kraus & Morrison, 1966; Davis, 1976). 

Although our ocean-atmosphere model is admit- 
tedly highly simplified, the main features of the SST 
spectral response to short time scale weather 
forcing appear to be reproduced reasonably well in 
the numerical experiments. As discussed in Section 
4, further processes (e.g. radiation fluxes of Ekman 
transport) will need to be considered in more 
quantitative models. However, as long as these can 
be represented by short-time-scale "weather vari- 
ables", they will yield only an additional white 
noise input. Depending on their correlation with the 

Tellus 29 (1977), 4 

sensible and latent heat fluxes considered here, they 
will produce lower or higher energy levels of the 
SST anomalies, but no changes in the basic 
structure of the spectrum. Other effects which 
should be incorporated in more detailed models 
include slow changes in the coupled system (e.g. 
seasonal variations of the mixed-layer depth), 
which will modulate the oceanic response. 

Up to this point we have also omitted feedback 
effects. The observations (Section 4) suggest that 
the characteristic feedback time of SST anomalies 
is of the order of 6 months, so that the results of 
this section can be applied only for periods shorter 
than this time scale. 
(c) Simulated SST anomalies including feedback 

For small temperature anomalies, the function f, 
in eq. (3.1), dT/dt = f,/h (h = const), can be 
expanded with respect to T. Writing f, = ull + f i, 
and defining T = 0 to correspond to an equilibrium 
temperature for which ull = 0, eq. (3.1) then takes 
the form of a first-order autoregressive (Markov) 
process 

dt h 

where 1 = (a[ f , l /aT) , , ,  is a constant feedback 
factor. For a stable system with negative feedback, 
1 is positive (cf. eq.) (1.7)). 

Since our atmospheric model contains no ther- 
modynamics, we cannot simulate the feedback 
explicitly in the coupled system. However, we can 
estimate the feedback factor by expanding the bulk 
formula (3.4) with respect to T. Assuming the air 
temperature to remain constant, this yields 

where (lUl) is the mean wind speed. Taking (IUl) 
= 8 m sec-' and C,,, B and h as given in Section 
3a, one obtains 1 = (1.7 month)-'. This feedback 
factor is larger than inferred from observations, 
presumably because of the unrealistic assumption 
of a constant air temperature (cf. Section 4). The 
value was nevertheless used in our model experi- 
ments to illustrate the stabilizing influence of a 
negative feedback in our rather short (512) day) 
simulation runs (Fig. 3). The decrease in amplitude 
of the lowest frequency SST oscillation as com- 
pared with the case without feedback is clearly dis- 

STOCHASTIC CLIMATE MODELS 295 

series have been low-pass filtered. The longer the 
integration time in (3.5), the larger the amplitude of 
the SST oscillations, as expected from the non- 
stationarity state of the climatic response for the 
case without feedback. 

The power spectrum of the simulated sensible 
heat flux anomaly at a fixed location is shown in 
Fig. 4. It has the same features as the simulated 
wind spectrum (Fig. I). In particular, it is essentially 
white at low frequencies, in agreement with 
observation (and as required by theory) although 
the energy level is about one order of magnitude 
lower than observed flux data (Section'4). The 
simulated flux spectrum implies a diffusion co- 
efficient according to relation (3.5) of D z 0.25 
(°C)2 year-', i.e. the random atmospheric forcing 
produces a standard deviation in the SST of about 
0.7 OC in one year. As predicted by relation (1.5), 
the simulated SST anomaly spectrum is propor- 
tional to the inverse frequency squared at low fre- 
quencies (Fig. 4). This is again in agreement with 
the observations, and the energy level is also about 
one order of magnitude lower than observed mid- 
and high-latitude levels, in accordance with the 
order of magnitude underestimate of the simulated 
input spectrum. A more detailed comparison with 
the observations is given in Section 4. 

The wavenumber spectrum of the SST anomalies 
is proportional to the wavenumber spectrum of the 
atmospheric input (Fig. 2, dotted lines). In contrast 
to the wind spectrum, which is highest at wave- 
number 1, the maximum variance of the simulated 
SST occurs at wavenumbers 2 and 3. This corres- 
ponds roughly to the observed scale of the 
dominant SST anomaly patterns, which are 
typically several thousand kilometers in diameter, 
and is also consistent with the observation that the 
dominant scales of the SST anomalies appear to be 
somewhat smaller than the scales of air tem- 
perature or sea-level pressure anomalies (e.g. 
Kraus & Morrison, 1966; Davis, 1976). 

Although our ocean-atmosphere model is admit- 
tedly highly simplified, the main features of the SST 
spectral response to short time scale weather 
forcing appear to be reproduced reasonably well in 
the numerical experiments. As discussed in Section 
4, further processes (e.g. radiation fluxes of Ekman 
transport) will need to be considered in more 
quantitative models. However, as long as these can 
be represented by short-time-scale "weather vari- 
ables", they will yield only an additional white 
noise input. Depending on their correlation with the 
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sensible and latent heat fluxes considered here, they 
will produce lower or higher energy levels of the 
SST anomalies, but no changes in the basic 
structure of the spectrum. Other effects which 
should be incorporated in more detailed models 
include slow changes in the coupled system (e.g. 
seasonal variations of the mixed-layer depth), 
which will modulate the oceanic response. 

Up to this point we have also omitted feedback 
effects. The observations (Section 4) suggest that 
the characteristic feedback time of SST anomalies 
is of the order of 6 months, so that the results of 
this section can be applied only for periods shorter 
than this time scale. 
(c) Simulated SST anomalies including feedback 

For small temperature anomalies, the function f, 
in eq. (3.1), dT/dt = f,/h (h = const), can be 
expanded with respect to T. Writing f, = ull + f i, 
and defining T = 0 to correspond to an equilibrium 
temperature for which ull = 0, eq. (3.1) then takes 
the form of a first-order autoregressive (Markov) 
process 

dt h 

where 1 = (a[ f , l /aT) , , ,  is a constant feedback 
factor. For a stable system with negative feedback, 
1 is positive (cf. eq.) (1.7)). 

Since our atmospheric model contains no ther- 
modynamics, we cannot simulate the feedback 
explicitly in the coupled system. However, we can 
estimate the feedback factor by expanding the bulk 
formula (3.4) with respect to T. Assuming the air 
temperature to remain constant, this yields 

where (lUl) is the mean wind speed. Taking (IUl) 
= 8 m sec-' and C,,, B and h as given in Section 
3a, one obtains 1 = (1.7 month)-'. This feedback 
factor is larger than inferred from observations, 
presumably because of the unrealistic assumption 
of a constant air temperature (cf. Section 4). The 
value was nevertheless used in our model experi- 
ments to illustrate the stabilizing influence of a 
negative feedback in our rather short (512) day) 
simulation runs (Fig. 3). The decrease in amplitude 
of the lowest frequency SST oscillation as com- 
pared with the case without feedback is clearly dis- 
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Modeling of decadal variability

Air: 1000 J/kg/K, Water: 4186 J/kg/K

Density: Weight Atmosphere=10m Ocean

Area: 71% of Surface => Weight Atmo=14m ocean

Heat Cap: 3.4m Ocean=Whole Atmo 

Ocean = 1000x Atmo. in Heat Capacity

Decadal power varies by
2 orders of magnitude



Consider 
1D Oceans: 
one per 

watermass


Ekman 
flushing 
gives 

upper limit 
to 


damping 
timescale



〈 L  〉  ~  −24.4 

(ZJ)2 /season 

Examples 

Jeffrey B Weiss, Baylor Fox-Kemper, Dibyendu Mandal and Royce K P Zia, 2015: Fluctuation cycles of ocean 
heat content. New Journal of Physics, in prep. 

If Connections Occur Between Regions—Predictability Arises,
Even in Stochastic Systems (Nonequilibrium Stat. Mechanics).

This is the fundamental 
root cause of LIM predictability



Modeling of decadal variability
First-Principle Process & GCM Modeling:  Predictions and Biases

Q. Li, A. Webb, B. Fox-Kemper, A. Craig, G. Danabasoglu, W. G. Large, and M. Vertenstein. Langmuir mixing effects on 
global climate: WAVEWATCH III in CESM. Ocean Modelling, August 2015. in press.

Quantify process uncertainty, how much do Langmuir 
mixing or anisotropy of mesoscale eddies affect OHC? 

Roughly 1 W/m2 each

as estimated by integrated T 
difference from control run.  

Model versions differ in net 
air-sea fluxes by 1-6 W/m2 

in mean and rms.  This is 
2-10x the observed trend! 

Retuning, parameterizations, 

resolution. 

S. C. Bates, B. Fox-Kemper, S. R. Jayne, W. G. Large, S. Stevenson, and S. G. Yeager. Mean biases, variability, and trends 
in air-sea fluxes and SST in the CCSM4. Journal of Climate, 25(22):7781-7801, November 2012.



Mesoscale Eddy Air-Sea Feedbacks?  

Effect on net air-sea fluxes observed statistically, not parameterized.


Bryan et al. 2010, Frenger et al. 2013



Stephen M. Griffies, Michael Winton, Whit G. 
Anderson, Rusty Benson, Thomas L. Delworth, 
Carolina O. Dufour, John P. Dunne, Paul Goddard, 
Adele K. Morrison, Anthony Rosati, Andrew T. 
Wittenberg, Jianjun Yin, and Rong Zhang, 2015: 
Impacts on Ocean Heat from Transient Mesoscale 
Eddies in a Hierarchy of Climate Models. J. Climate, 
28, 952–977. 
doi: http://dx.doi.org/10.1175/JCLI-D-14-00353.1

By comparing resolved mesoscale 
eddies to parameterized ones (with 
same 50km atmosphere), Griffies 
et al show global differences of 

O(0.7 W/m2) or O(0.14 K/century)

http://dx.doi.org/10.1175/JCLI-D-14-00353.1


While observations, understanding, and modeling 
of decadal variability are within present capabilities

Models & experience reveal prediction requires:


Regions of modest stochastic variability (i.e. rapid 
damping) versus internal modes

Parameters & sensitivity better known (or data-
assimilation, state estimation, UQ, etc.)

Unparameterized processes which affect air-sea fluxes 
& entrainment to be represented

Observation network (e.g., satellite, Argo, TAO) to 
constrain air-sea, entrainment, and TOA fluxes.

Change of culture from exploration to operation—skill 
scores, repeat experience, etc.


An order of magnitude reduction in uncertainty is 
required to extend from seasonal to decadal.

Prediction of decadal variability



Conclusions
Presence of observable decadal variability


Difficult due to sampling, obs. duration


Understanding of past decadal variability

Possible, but not always a path to progress.


Modeling of decadal variability

Stochastic models work-not always predictive

Deterministic models: discrepancies in tuning, params, resolution.


Prediction of decadal variability

Possible in regions, but global budget requires an 
order-of-magnitude improvement in process-level 
understanding and modeling.



Even with deep Argo, it will be a while until we have long 
timescale variability.  What to do?

Figure from Purkey & Johnson, 2010

Two locations of 
well-dated 

sediment cores 
from the mid-

Holocene 
indicated



Assessing'variability'using'individual'
benthic'foraminifera'
•  Benthic'foraminiferal'δ18O'values'

record'temperature'and'salinity'
proper;es'of'ambient'seawater ''

'T'(°C)'='21.6'F'5.50'✕'(δ18OcFδ18Osw)''

"δ18Osw='F14.38'+0.42*salinity'
'

•  Individual'foraminifera'provide'2F3'
week'snapshots'of'seawater'
proper;es''

•  We'analyze'30F40'individuals'within'
200'year'windows'to'assess'the'mean'
and'variance'of'foraminiferal'δ18O'
values''

Bemis'et'al.'2002''

Uvigerina'spp.'

Conroy'et'al.'2014'

Slide Credit:  Sam Bova

On roughly decadal timescales



3000#3200%yrs%BP%
Max:%3.10‰%
Min:%2.63‰%
Range:'0.48‰'
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Slide Credit:  Sam Bova

Some samples
>2C warmer!

Low variability 
in mean climate



85675

•  No#signal#at#3100#yrs#BP#(not#dis4nguishable#from#
standard#even#at#weak#0.1#significance#level)#

•  Signal#at#4100#yrs#BP#(0.01#significance#level)#

Hypothesis#Tes4ng#Using#KolmogorovI
Smirnov#


