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4.1 Introduction
The most energy-dense turbulence in the ocean occurs in the upper boundary layer. This turbulence is driven by winds,
waves, and buoyancy forcing, and its fate may be viscous dissipation, the creation of potential energy through mixing and
entrainment, or energy loss through downward propagating internal waves. Typically all fates occur to some degree.

Fig. 4.1 shows an example budget of turbulent processes leading to dissipation of mesoscale kinetic energy in a global
high-resolution (nominal 0.1◦) model (Pearson et al., 2017). Fig. 4.1a shows vertical friction exceeds both horizontal dis-
sipation and bottom drag, and vertical dissipation within the boundary layer is by far the most dissipative parameterisation
of kinetic energy. Fig. 4.1b shows this dissipation is highly intermittent and fairly characterised by an approximately log-
normal distribution, with the most likely value orders of magnitude higher than typical of turbulence values outside of
the boundary layer. Global dissipation of turbulent kinetic energy is estimated to be 1.8 TW (Waterhouse et al., 2014), or
1.3 × 10−9 W kg−1 on average. Within the surface mixing layer, values of 1 × 10−5 W kg−1 are common.

The fundamental oceanographic notion of water mass formation typically relies upon surface ventilation, i.e., exposure
to surface boundary-layer mixing, where waters are transformed by exchanges with the atmosphere, rapid vertical mixing
that overcomes stratification, and exposure to radiative forcing. An example of this conceptualisation are the metrics of
“ideal age” or transit time, framings that consider aging of water masses that start at zero when exposed to the surface
(Hall and Haine, 2002). The only rival mixing processes, in terms of transforming water masses, are when neighbouring
water masses sharing similar densities combine (e.g., at the Mediterranean outflow or Southern ocean fronts: Jones and
Abernathey, 2019), or when intense bottom overflows entrain (e.g., leading to North Atlantic deep water and Antarctic
bottom water: Snow et al., 2015; Yankovsky et al., 2021).

Ocean boundary layers, their atmospheric boundary layer partner, and turbulence within both play an important role in
air-sea fluxes (Fig. 4.2). Mathematically, boundary layers are where the ocean boundary conditions are met: stress, heating,
and freshwater fluxes are basic ingredients for establishing the surface layer setting, but so too are the pressure matching
boundary condition and the surface cohesion of the dynamical boundary condition (or its violent restructuring in the case

FIGURE 4.1 Global kinetic energy extraction rate by frictional processes in a global mesoscale-resolving simulation. (a) Global integrals of horizontal
sub-grid dissipation, bottom drag, and vertical friction within and without the boundary layer. (b) Probability distribution (over horizontal location) of
vertically-integrated energy dissipation by vertical friction (overlaid lines show results from three different simulations differing in horizontal dissipation
schemes). Redrawn from Pearson et al. (2017).

Ocean Mixing. https://doi.org/10.1016/B978-0-12-821512-8.00011-6
Copyright © 2022 Elsevier Inc. All rights reserved. 65



66 Ocean Mixing

of spray and bubbles) which are important for waves. On their distal side, they connect to deeper ocean waters and the
free atmosphere. Regionally, they connect to the hydrosphere through rivers and the cryosphere (sea ice and ice shelves).
There is also an important role for boundary layers in the biosphere: humans and other terrestrial species spend most of
our lives in the atmospheric boundary layer, and the light-rich (euphotic) zone of the oceans is essentially collocated with
the oceanic boundary layer. As these layers are attached to the atmosphere or cryosphere, it is difficult to disentangle these
boundary layers from one another. Indeed, an approach sometimes taken is to denote a “wavy layer,” which contains part
atmosphere and part ocean (waves, spray, bubbles, foam, etc.), as effectively done in Janssen (2012). In summary, boundary
layers mediate exchanges between the spheres.

These layers are active and evolve on a variety of timescales, and we are becoming increasingly aware of the importance
of this variability. Particular focus had been on process interaction of vertical or isotropic turbulence with phenomena that
occupy larger horizontal dimensions—chiefly at the submesoscale and mesoscale (see Chapters 8 and 9 of this book). The
time it takes to mix or convect across the ocean boundary layer is measured in minutes to days, but many important impacts
of these layers are manifested by their diurnal and seasonal variability. They are a critical player in the dominant modes of
interannual and decadal variability.

Surface layers also play an important role in geochemistry, largely through exchanges of carbon and oxygen. Often, due
to the rapid timescales of chemical reactions and stoichiometry in comparison to the relatively slow timescales (minutes
to hours) of boundary layer mixing, and the relatively minimal vertical variations of properties within the mixed layer; the
mixed layer can be assumed to be chemically homogeneous and relatively quick to arrive at a saturation level of chemical
constituents, according to Henry’s Law. However, it is possible for the finite timescale of reactions or piston velocity to be
rivaled by ocean turbulence mixing timescales, in which case other effects can occur (Smith et al., 2018). Chapter 13 of
this book discusses important aspects of the decreasing boundary layer saturation levels of oxygen under global warming.
Bubbles and spray may also have interesting physical-chemical effects on gas transfer (e.g., Liang et al., 2013).

The surface layers are critical biologically, as they coexist with the euphotic zone and can govern how the essentials for
life are distributed. The critical depth hypothesis (Sverdrup, 1953) posits that the spring phytoplankton bloom initiation in
the North Atlantic can be understood by the increased light exposure of primary producers within a shoaled mixed layer.
Taylor and Ferrari (2011) brought a more dynamical aspect to this theory, referred to the critical turbulence hypothesis,
which considers the residence time of phytoplankton within the euphotic zone during mixing, and is in line with other
elaborate theories linking zooplankton behaviour to mixing. Submesoscale restratification can accelerate the spring bloom,
through its effect on suppressing turbulence and shoaling the mixed layer (Mahadevan et al., 2012), a beautiful example of
submesoscale-boundary layer interaction with important consequences.

As a final example application of surface layers in real world problems, consider the location, detection, and capture
of pollutants, such as oil and plastics. Often pollutants may be more buoyant than seawater, allowing them to rise through
the boundary layer to the surface and accumulate where surface convergences lie (Taylor, 2018; D’Asaro et al., 2018).
Alternatively, pollutants may gather, clump, flocculate, grow colonies, or be damaged to become negatively buoyant (Taylor
et al., 2020). In both cases, the buoyancy of the pollutants can affect the dynamics as bubbles and spray do, or at the least (if
pollutant concentrations are low) may be sorted into particular dynamical features, which influence their collection (e.g., van
Sebille et al., 2020), detection (e.g., Brunner et al., 2015), and mitigation (e.g., Choy et al., 2019). Surface convergences and
vertical velocities are intimately linked by the continuity equation, and surface convergences strongly affect the observation
of boundary layer turbulence statistics of floats and drifters that accumulate much as pollution does (Chang et al., 2019;
Pearson et al., 2019, 2020).

There are a number of recent review and broad perspective papers on the ocean surface layers (Umlauf and Burchard,
2005; Sullivan and McWilliams, 2010; Belcher et al., 2012; D’Asaro, 2014; Li et al., 2019) and waves (Cavaleri et al., 2012),
as well as excellent treatment of key concepts in textbooks and monographs (Thorpe, 2007; Wyngaard, 2010; Csanady,
2000; Baumert et al., 2005). This chapter will therefore touch on basic theory (Section 4.2), but highlight recent develop-
ments in observations (Section 4.3), modelling (Section 4.4), and global perspectives (Section 4.5) emphasising processes,
tools, and recent discoveries that are less well understood and do not appear commonly in textbooks.

4.2 Mixing layers and mixed layers in theory
Fig. 4.2 schematises the ocean surface layers. The atmospheric boundary layer (here idealised as a neutral (no stratification
stable or unstable) boundary layer with a capping inversion), ocean mixing layer, ocean mixed layer (0 > z > −h, where
temperature and salinity stratification is small), and the (assumed-stably) stratified thermocline and halocline that make up
the upper pycnocline are illustrated. Solar radiation is noted to penetrate exponentially over roughly the mixed layer depth
(depending on water clarity). Longwave (infrared, blackbody) radiation and turbulent fluxes of energy (latent, associated
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FIGURE 4.2 Schematic of the ocean surface layers, including entrainment velocity we , upwelling w, temperature T , salinity S, turbulent fluxes of
thermal energy He , and freshwater Hw , dissipation ε, Stokes depth hs , mixing-layer depth hε , and mixed-layer depth h.

with evaporation/precipitation, and sensible, associated with warm/cold air and water) can be totalled for air-sea energy
exchanges that are realised within centimetres of the surface. Turbulent and radiative fluxes within the ocean and atmosphere
tend to continue to the capping inversion and mixed layer base and beyond (during strong convective or shear forcing).

Waves present on the air-sea interface extend into the ocean (0 > z > −hs), and are part of the exchanges and links
between atmospheric (e.g., Suzuki et al., 2011) and oceanic (e.g. Teixeira and Belcher, 2002) turbulence. The ocean velocity
profile on the right of Fig. 4.2 notes the difference between the Eulerian velocity (i.e., the velocity profile averaged over
a wave period at a point in space, thus not including wave orbital velocities) and the Lagrangian velocity (the velocity
averaged over a wave period following the path of the wave and current motion). As wave orbits carry parcels closer to the
surface where the wave motion is faster; and then away from the surface, where it is slower, the Eulerian and Lagrangian
velocities are not equal. This difference is the Stokes drift velocity, which decays rapidly away from the surface (depending
on the wavelength of the waves, Webb and Fox-Kemper, 2011, as simplified in Fig. 4.2 by a single depth hs). The waves
shown here are not sinusoidal, which schematises the non-linear sharpening and breaking that occur from wave dynamics
or whitecapping that would be expected under windy conditions.

The ocean mixing layer is the layer of active turbulence (0 > z > −hε), where energy flow into turbulence and turbu-
lence dissipation is elevated. When measurements or simulations of the dissipation rate of turbulence (ε) are available, this
layer can be defined as the surface layer over which the value exceeds a typical background. The exceedance is typically
many orders of magnitude above the background level in the mixing layer, which the schematic notes by showing a fast
decay in log10(ε). Alternatively, the mixing layer can be defined based on the turbulent energy production or fluxes.

The mixed layer (0 > z > −h) may be deeper than the mixing layer during periods of relative calm after a deep mixing
event. Alternatively, the mixing layer might be deeper than the mixed layer during active mixing and entrainment of strat-
ified water into the mixed layer. Thus the mixed layer evolves semi-independently of the turbulence, lagging behind the
active forcing to record a history of past forcing and restratification (the set of processes by which stratification, especially
density stratification, is recovered after mixing). There are a variety of restratification processes, but the most important are
solar (stronger heating near the surface) and dynamical (collectively processes—e.g., eddies, fronts, plumes, instabilities,
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filaments, geostrophic adjustment—that extract potential energy from the low to unstable stratification of the mixed layer
by sorting light anomalies toward the surface and dense anomalies to depth).

The mixed layer base during convection or mixed layer deepening is punctured intermittently by plumes and jets of
mixed layer water. The transition zone or entrainment layer, where this occurs, is partly diabatic, while the thermocline,
halocline, and pycnocline below are subject to much lower levels of diabatic mixing. Some care is needed in defining this
transition layer in practice, in a way that depends on scale: on small scales turbulence and diabatic entrainment deter-
mine the layer (Johnston and Rudnick, 2009; Li and Fox-Kemper, 2017, 2020); at submesoscales intrusions, ramps, and
intra-thermocline eddies; and at mesoscales by isopycnal heaving and outcrops from eddies and fronts. The surface layer
turbulence importantly responds and couples to the structures of eddies and fronts displacing the mixed layer base (Smith
et al., 2018; Taylor, 2018; Taylor et al., 2020), and on large-scale average, such as used in climate models, diabatic and
adiabatic processes are blended together in a general “transition zone” (Danabasoglu et al., 2008).

The atmospheric literature uses slightly different terminology (Holtslag and Nieuwstadt, 1986; Wyngaard, 2010). There
is a surface layer, a mixed or upper layer, and then an entrainment or interfacial layer, where there might be a capping
inversion. The mixed layer has similar meaning in both fluids, but the surface layer corresponds more directly to what is
called the log-layer in the ocean, rather than the mixing layer. There does not appear to be a common use of a conceptual
distinction between the mixing layer based on turbulent dissipation and the mixed layer in the atmosphere, even when dis-
sipation is directly measured (e.g., Muñoz-Esparza et al., 2018). This may have to do with the rapid nightly restratification
that keeps these two atmospheric layers tracking closely together.

In addition to vertical gradients, the surface layers also vary horizontally. Sometimes there is a strong dynamical cou-
pling of these lateral gradients and the vertical structure of the surface layers, such as during submesoscale restratification
or frontal slumping. These lateral gradients affect lateral transport, restratification, and air-sea fluxes. They are not the em-
phasis of this chapter, but are the focus of Chapters 8 and 9 of this book. Nonetheless, significant recent work has explored
the relationships between lateral gradients and the surface layers, and these relationships will be discussed here.

4.2.1 Mixing and surface layers: Monin–Obukhov scaling

Monin and Obukhov (1954) proposed a scaling theory and similarity solutions for a dry atmospheric boundary layer over
an infinite, rough surface, neglecting horizontal heterogeneities, but including heat fluxes through the surface, which distin-
guishes this theory from the earlier logarithmic “law of the wall” turbulent boundary layer (Von Kármán, 1930). Given the
dynamical similarity of the dry atmosphere situation to an oceanic boundary layer, this same approach is often converted
to an infinite, oceanic boundary layer under a rigid surface with cooling or heating applied at this surface. Here we will
consider some aspects of coupling an M–O ocean underneath an M–O atmosphere.

4.2.1.1 Monin–Obukhov scaling
For simplicity, we will consider both the atmospheric and oceanic boundary layers to be Boussinesq fluids, with a back-
ground atmospheric density ρa ≈ 1.225 kg m−3 and oceanic density ρo ≈ 1025 kg m−3, taking typical sea level values.
This assumption oversimplifies the energy cycle slightly (see Section 4.2.2.3) and has implications for the relationships
between salinity and freshwater fluxes (Nurser and Griffies, 2019).

The atmosphere and ocean are connected by an exchange of momentum (stress, τ ) and thermal energy. In addition to
the air-sea exchange of thermal energy (Qas = QL + QS , positive for ocean warming and composed of latent and sensible
components), there is also short-wave and long-wave radiation (R+L, positive for surface warming), which for the purposes
of the M–O theory, can be considered to penetrate air without absorption in the boundary layer and penetrate seawater not
at all. Reflections, albedo, and a balance between downwelling and upwelling longwave radiation is assumed, so that R+L
represent only the energy transferred not the raw insolation or blackbody formulas. The total heating of the ocean applied
at the surface in the M–O theory is thus Qnet = R + L + QL + QS , whereas the total heating of the atmosphere from the
surface is −QL − QS (assuming negligible net direct radiative heating or cooling of the atmosphere within the boundary
layer).

M–O theory is normally framed in terms of a surface friction velocity scale, formed from the stress and used to scale the
energy forcing at the surface and turbulent velocities within the boundary layer. To address both fluids, two velocities are
needed, which we’ll denote with subscript o for ocean and a for atmosphere as for the densities. Within the surface layers,
these velocity scales are proportional to the turbulent velocities, and from this knowledge the profiles of mean velocity can
be found.

The friction velocities are found from the surface stress,

ρou
2
∗o = |τ | = ρau

2
∗a. (4.1)
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In the absence of other vector quantities, Galilean invariance suggests that parameterisations of the vector stress should be
oriented along the air-sea velocity difference. Taking the traditional sign convention of the stress exerted by the winds on
the surface,

−ρov′
ow

′
o

0−
= ρou

2
∗o

va − vo

|va − vo|
= τ = ρau

2
∗a

va − vo

|va − vo|
= −ρav′

aw
′
a

0+
, (4.2)

where v indicates the horizontal velocity and w the vertical velocity component (later u will indicate 3D velocity, i.e., u =
v+wẑ). The primes denote deviations from the horizontal mean, and the overbar denotes a horizontal mean. The superscript
0+ and 0− indicate that this condition holds in the limit as the surface is approached from above and below, respectively,
but does not apply in a thin layer near the surface, which is taken to be a frictional sublayer with specified roughness in the
standard M–O theory. The consequences of relative velocities, rather than neglecting the ocean velocity, can be large on
mesoscales and submesoscales (Renault et al., 2016, 2018; Chassignet et al., 2020). Both of these assumptions are not as
clear of a choice in the presence of waves as will be discussed below.

The M–O depth is a key parameter of the theory. In its most basic form, it is

L = 1
κ

−u3
∗

w′b′0
= 1

κ

u2
∗

b∗
, (4.3)

where κ = 0.4 is the von Karman constant and b is the buoyancy of the fluid in question, which in the M–O theory depends
only on the potential virtual temperature: atmosphere (b = g(Ta − Tr)/Tr ) or ocean (b = gβT (To − Tr)), with subscript r
indicating reference values, such as the mixed layer average temperature. The flux buoyancy b∗ is just a convenient scale
formed from the buoyancy flux divided by −u∗; below we will relate it to surface heat and freshwater fluxes. Following
Monin and Obukhov (1954), La < 0 is taken to indicate convective conditions in the atmosphere and La > 0 to indicate
shear turbulence in a stable stratification. With L defined as above, Lo > 0 is convective in the ocean, whereas Lo < 0
occurs during restratification (following Reichl and Hallberg, 2018). In both the atmosphere and ocean, z/L < 0 indicates
convective boundary forcing, and z/L > 0 indicates stabilising boundary forcing.

The basic interpretation of the M–O theory is that close to the surface, when |z/L| ' 1, the buoyant forces and buoyant
production of energy (scaled by w′b′0) are very small in comparison to the shear forces and production (v′w′∂v/∂z), which
lead to the a near-surface that behaves as though all tracers are passive, just as in a neutral boundary layer, where z/L = 0.
This assumption leads to scaling laws (Section 4.2.2.4) and similarity solutions for this surface layer that depend only on
the surface fluxes and distance from the boundary in units of z/L. Recent work has begun to examine how well these ideas
extend to more general circumstances and attach to other aspects of the air-sea near-surface layers.

4.2.1.2 Consistent drag laws
M–O theory is often combined with simple scalings for the fluxes between air and sea (Liu et al., 1979; Large and Pond,
1981, 1982; Fairall et al., 1996), although in principle these are independent parameterisations aside from the scaling theory
(Monin and Obukhov, 1954). The basic form of these parameterisations is useful to consider here, although more advanced
forms are widely considered (e.g., Fairall et al., 1996; Cronin et al., 2019).
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= −ρoLeu∗oS∗o/1000 = ρaLeu∗aq∗a

The water vapour mass mixing ratio q underlies the turbulent flux of freshwater away from the surface. The interfacial
value of the water vapour mixing ratio qs is computed from the saturation mixing ratio corresponding to the sea surface
temperature and a small correction due to salinity.

The factor of 1000 in the latent heat flux formula results from the practice of reporting salinity in parts per thousand
(!), rather than in mass fraction. The important balance in (4.6) is that in a coordinate system relative to the surface (i.e.,
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sea level pressure), representing freshwater removed through the surface as a turbulent freshwater flux requires a downward
salt flux of the same mass (Nurser and Griffies, 2019).

The new M–O flux parameters—T∗a , T∗o, q∗a , S∗o—like b∗ are simply the surface limit of the turbulent fluxes divided
by −u∗a or −u∗o. The specific heat capacities at constant pressure are cpo ≈ 3986 J kg−1 K−1 and cpa ≈ 1000 J kg−1 K−1,
whereas the latent heat of vaporisation is Le ≈ 2.5 × 106 J kg−1. The transfer coefficients cd , cT , cq are in fact functions
of the reference height, from which the atmospheric velocities are taken, scaled by La (Fairall et al., 1996), so these vary
depending on the local value of the fluxes through La . In data-driven ocean model comparisons (Tsujino et al., 2020;
Chassignet et al., 2020), calculating these bulk fluxes from observed atmospheric states is an important part of forcing
models (Large and Yeager, 2004, 2009).

4.2.2 Near-surface distinctions from M–O theory and each other

While the M–O similarity theory is a fundamental grounding for basic relationships in the atmospheric and oceanic near-
surface layers, and especially the relationships between turbulent velocity scales and boundary forcing, it is insufficient to
describe many aspects of interest in these layers. In this section, the deviations from M–O theory are highlighted.

4.2.2.1 Salinity and humidity
Latent heating (i.e., evaporation) affects atmospheric moisture and oceanic salinity through freshwater removal. The M–O
theory considers buoyancy driven by air-sea heat fluxes. However, the atmospheric boundary layer has the additional effects
of humidity, which affect both the buoyancy of air and the thermodynamics. Dry, hot air leads to faster evaporation, whereas
moister air is more buoyant, thus air-sea fluxes account for these effects of water vapour through the implementation of
virtual temperature.

w′T ′
v

0+
≈ w′T ′0

+
+ 0.61Tr w′q ′0

+
(4.7)

The surface buoyancy flux needs to be adapted to include virtual temperature forcing, as does La :
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b∗a = g(T∗a/Tr + 0.61q∗o). (4.9)

Similarly, in the ocean, the buoyancy flux includes the salinity flux, so

Lo = 1
κ

−u3
∗

w′b′0− = 1
κ

−u3
∗

βT w′T ′0−
− βSw′S′0− = 1

κ

u2
∗

βT T∗o − βSS∗o
, (4.10)

b∗o = g(βT T∗o − βSS∗o). (4.11)

The salinity flux is related to the evaporation minus precipitation at the sea surface. Here a linear equation of state for
seawater is assumed, with approximate expansion/contraction coefficients βT ≈ 1.67 · 10−4K−1, βS ≈ 0.78 · 10−4!−1.
Ordinarily, since the M–O theory is intended to be used under turbulent, neutral, convective (evaporating), and stabilising
(condensing or precipitating) forcing conditions, we will assume that the freshwater flux (and thus latent heat) can be
connected to the turbulent salt flux as in (4.6), rather than stabilising so strongly that the theory doesn’t apply (e.g., the
perfect fluid thought experiment of Nurser and Griffies, 2019).

Salinity is different dynamically from humidity in many ways. Salinity decreases buoyancy and humidity increases it,
but salty water and humid air near the surface both tend to accelerate convection. Both are produced by evaporation, which
implies a transfer of latent heat and freshwater from the ocean to the atmosphere (typically as the ocean absorbs excess
radiative or sensible heating). For typical oceanic salinities, the evaporation rate is minimally affected by the salinity of the
evaporating water. Likewise, the location where precipitation falls on the ocean surface does not depend on the salinity. Thus
unlike temperature and humidity, salinity anomalies do not have a major feedback through air-sea processes, thus lateral
freshwater sources can bring distant effects (MacKinnon et al., 2016). Salinity fronts often drive adjustments if they are not
compensated by temperature gradients, in this form they can persist over long time scales, because they are more stable to
air-sea interaction (Rudnick and Ferrari, 1999; Ferrari and Paparella, 2003). However, in the atmosphere, variability in sea
surface temperature will drive variations in sensible and latent heat fluxes that may drive interactions within the coupled
system, as may humidity gradients drive variations through their effect on latent heat fluxes (4.6).
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4.2.2.2 Free convection layers and velocities
An extension of the M–O theory that has long been in use is the concept of free convection velocities. Higher in the
atmosphere approaching the capping layer (z/La ' 1), and deeper in the ocean layers, approaching the mixed layer base
(z/Lo ' 1), destabilising surface conditions lead to convective plumes that extend beyond the surface log-layers into a
free convection region. This free convection is normally halted by the mixed layer base or a capping inversion, inducing
entrainment. How big is the typical convective velocity?

The free convection velocities (w∗) are useful in describing motion where convection dominates over shear forcing.
These velocities are not part of the M–O theory, as they involve a new parameter—the mixed layer depth—that is not
prescribed by the surface forcing.

w3
∗a = w′

ab
′
a

0+
ha, w3

∗o = w′
ob

′
o

0−
h. (4.12)

These buoyancy fluxes should include the humidity and salinity contributions in addition to the buoyancy from anomalous
temperatures of air and seawater. Many 1D parameterisations (Section 4.4.2) depend on both the friction and free convection
velocities.

One of the smallest submesoscale instabilities, symmetric instability, links to convection within a well-mixed layer,
along with more negative z/L transitions into along-isopycnal mixing of tracers and momentum. The depth at which this
second effect ends is where the layer over which potential vorticity is well-mixed and opposite in sign to f ends (Thomas et
al., 2013; Hamlington et al., 2014; Bachman et al., 2017; Dong et al., 2021). This symmetric instability or PV mixed layer
is deeper than the convective (density) mixed layer when symmetric instability is active (Hamlington et al., 2014; Dong et
al., 2021).

4.2.2.3 Penetrating radiation
A key difference between the atmosphere and the ocean is the impact of penetrating solar radiation in the ocean. In clear
open ocean conditions, there is sunlight appreciably tens to hundreds of metres below the surface. This sunlight warms the
ocean below the surface, and under certain conditions can trigger convection, because the surface is simultaneously cooled
by longwave, sensible, and latent heat fluxes even when the net heating of the ocean is zero. Solar heating (R) occurs
at depths (pressures) greater than the cooling (at the surface by QL + QS + L). Were this forcing steady, the situation
would resemble the flux Rayleigh–Bénard problem studied by Otero et al. (2002). Under winds, penetrative surface fluxes
can also enhance stabilising near-surface ocean boundary layers and result in strong diurnal warm layers (Hughes et al.,
2020). The penetrative fluxes on their own tend to be stabilising, because they heat the near-surface more than at depth, but
when combined with surface cooling the effect can trigger convection without net surface fluxes. This aspect of the oceanic
boundary layer is often neglected in parameterisations and simulations of boundary layer mixing.

4.2.2.4 Budget equations
Consider a free atmosphere velocity Va = (Ua,Va,Wa) and an ocean pycnocline velocity Vo = (Uo,Vo,Wo). The near-
surface layers link these two reservoirs of momentum together, but the turbulence within each boundary layer also allows
for deviations in the mean velocity profile from these outer velocities. The horizontally homogeneous momentum equations
for the velocities within the boundary layers (vo,va) can be written as

∂ua

∂t
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′
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If we integrate each of these equations from the surface to the extent of their boundary layers, where the turbulence vanishes
(or slightly farther so as to have integral bounds fixed in time), multiply each equation by the corresponding background
density, then
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Note that τ transfers momentum from the atmosphere to the ocean. Relatedly, in steady state the (turbulent) Ekman transport
is given by the right-hand integral in each equation; it is an anomaly from the free atmosphere and free ocean velocity, and
the Ekman mass transport in the atmosphere is equal and opposite to the Ekman mass transport in the ocean. Considering
the effect of the time dependence, it is clear that an inertial oscillation can be superimposed on the atmosphere or ocean
without necessarily affecting the air-sea fluxes, unless τ at the surface changes to oscillate as well.

Note that although we have neglected horizontal variations in properties, often the free atmosphere velocity Va and the
ocean pycnocline velocity Vo are assumed to be geostrophic, which then implies that the pressure does vary in the hori-
zontal direction. Taking this thinking farther, if these velocities are also hydrostatic, the vertical derivative of (4.13)–(4.14)
results in a steady-state balance called the turbulent thermal wind balance (TTW; McWilliams (2016)). This balance is
fundamental to submesoscale-boundary layer turbulence interactions at baroclinic fronts, and relates lateral gradients in
density to baroclinic shear in the boundary layer—affected by turbulent vertical momentum fluxes as well. It is possible
that the free atmosphere and ocean pycnocline velocities are in geostrophic balance with barotropic pressure anomalies,
which would leave shear in the boundary layers as turbulent Ekman anomalies as in (4.15)–(4.16).

If the location in consideration is not in the centre of a submesoscale front, then lateral density gradients and baroclinicity
are expected to be small. Monin and Obukhov (1954) go on to argue that the Coriolis parameter and time dependence may
also be neglected near the surface. In this case, dimensional analysis proposes that the gradients in each profile property
depend only on the fluxes, the distance from the boundary, and the M–O depth, or
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The log layer behaviour is found by recognising all these similarity functions should go to one as z approaches zero. These
similarity functions are universal, so long as the assumptions of M–O theory hold, so the same functions should apply in
the atmosphere and ocean. The functions do differ depending on the sign of z/L, so there is different behaviour under
convective (z/L < 0), neutral (z/L = 0), and stabilising (z/L > 0) forcing. Högström (1996) and Wyngaard (2010) provide
many examples of empirical fits based on observations.

The fluxes of buoyancy, salinity, and temperature consistent with the similarity functions above can be found from the
conservation equations, as can equivalent eddy diffusivity and viscosity functions. This approach provides a partial basis
for many of the 1D parameterisations (Section 4.4.2).

Another primary basis for parameterisations and observation are the equations for conservation of energy, thermal,
potential, and mechanical. In Boussinesq fluids, the thermal energy equation is decoupled from the others (and amounts
to an equivalent of the conservation of temperature). The kinetic energy, temperature variance, and buoyancy transport
equations are (written here for the ocean, but equivalent in the atmosphere as well), again assuming no lateral variations of
any statistics:
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These are examples of second-moment equations, of the type underlying a particular class of parameterisations (Sec-
tion 4.4.2.3). For examples of how these equations may be scaled by extending the M–O theory, see Grant and Belcher
(2009) and Belcher et al. (2012).

Potential energy, e.g., from unstable stratification, including humidity (leading to convective available potential energy,
or CAPE) and salinity effects can be converted into kinetic energy through the buoyancy production term. Alternatively,
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stratification can be destroyed (i.e., mixed) at the cost of buoyancy production. Note that penetrating solar radiation can
lead to positive buoyancy production, thus making the ocean act as a heat engine or Carnot cycle with solar radiation and
surface cooling as the thermal reservoirs. Precipitation also removes moisture from the air and adds it to the ocean, although
the latent energy released during condensation before precipitation tends to affect the cloud layer rather than the surface.
The sensible heating or cooling of the ocean surface due to precipitation at a different temperature is typically neglected.
Latent heat during snow falling on the ocean can be significant (e.g., Ledley, 1991).

The temperature variance equation is also a useful budget to consider when making measurements of dissipation (Sec-
tion 4.3). The buoyancy flux tendency equation is a bit unfamiliar perhaps, but it is formed in a similar manner to the other
two equations and it serves to illustrate that fluxes also have a budget, although they are not materially conserved in perfect
fluids.

4.2.2.5 Time-varying forcing
While the M–O theory and many modelling studies use constant-in-time forcing and statistically steady budgets, in most
ocean regions diurnal, synoptic, and seasonal variability is critical to understanding the upper ocean layers. Only for brief
moments in the morning and afternoon are the conditions within the whole atmospheric boundary layer approximately
neutral, instead convective or stabilising boundary conditions are typical. Similarly, the ocean varies back and forth through
stabilising and convective conditions, but even when the surface flux is zero the near-surface ocean can be driven toward
convection by the penetrating solar radiation. Interestingly, the ocean is destabilised at night and stabilised during the day,
whereas the atmosphere is opposite. Note that just using the daily-averaged solar radiation is not a good approximation,
as mixing and restratification are distinct processes with significant irreversibility. The atmospheric boundary layer is also
significantly different under convection (including rainfall) and subsidence due to the precipitation on updrafts and the
related thermodynamic and buoyancy implications.

Additionally, over the past decade significant resources have been exerted into understanding the forcing and implica-
tions of near-inertial oscillations. These phenomena are readily excited by high-frequency winds and can drive significant
shear near the mixed layer base and entrainment (Jochum et al., 2013; Alford et al., 2016). Cyclones drive a rapid mixed
layer deepening to one side of the eye of the storm due to wind circulations that resonate with inertial excitations (Sanford
et al., 2007).

While the M–O scaling parameters are still useful quantifications of the magnitude of forcing, when time-dependence
is involved other aspects of the problem enter and a similarity solution is not readily found. Both the initial conditions and
present conditions affect the boundary layer in this case (Pearson et al., 2015).

4.2.2.6 Lateral variation
As in the case of time-varying forcing, when fluxes vary laterally the M–O theory fails and other parameters enter. The case
above of baroclinicity arising from a submesoscale front is an excellent example. The response of the atmospheric boundary
to this case is studied by Sullivan et al. (2020), but the oceanic front case is also interesting (e.g., Hamlington et al., 2014;
Taylor, 2018; Bodner et al., 2020), especially the turbulent thermal wind balance and its consequences (McWilliams, 2016).
Note that while the turbulent Ekman case described above is almost trivial, considering Ekman pumping requires lateral
variations, vertical vorticity of free atmosphere winds or pycnocline velocity, and surface divergence within the layer. For
this reason, Ekman pumping goes beyond the M–O theory (although it is illustrated in Fig. 4.2).

The turbulent thermal wind (TTW) is another approach as to how lateral variations and turbulent mixing can be com-
bined. The basic principle is that a three-way balance that adds turbulent mixing into the thermal wind relation captures
important aspects of turbulence acting on fronts. This theory has been applied to analysis of simulations (McWilliams et
al., 2015; Sullivan and McWilliams, 2019) and in analytic work (Crowe and Taylor, 2018; Bodner et al., 2020) recently.

4.2.2.7 Waves
Perhaps most of the effort in pushing oceanic boundary layer theory outside of the reach of M–O theory in the past decade
has involved surface waves. This section will discuss some ways that waves do not fit into the M–O theory.

A variety of papers have reworked the M–O approach to include aspects of waves. Large et al. (2019) is a recent
example, where a separable similarity function assumption is made, with the standard similarity function multiplied by a
function depending on the turbulent Langmuir number,

La2
t = u∗o

u0−
s

, (4.22)
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where u0−
s is the surface Stokes drift speed of the surface waves. However, this is only one of many possible wave parameters

to include from the wave field: in CESM2, the wave model has nearly 10 times as many degrees of freedom as the whole
ocean model profile to depth on the same horizontal grid (Li et al., 2017).

In the past, because most wave energy is carried in wind waves that eventually equilibrate to τ , it was assumed that
there was no need to include wave properties outside of τ which is already part of the M–O theory (e.g., McWilliams
and Restrepo, 1999). However, when operational wave models were used to test this hypothesis, it was found that waves
are rarely in equilibrium in direction (Hanley et al., 2010), or magnitude, frequency, and penetration depth (Webb and
Fox-Kemper, 2011), or in uniformity of direction (Webb and Fox-Kemper, 2015). Instead, surface waves tend to spread
out in direction and may propagate long distances from their origin as swell. What does this amount to in wave impacts
on boundary layers? It is important to note that careful observations do detect systematic differences between M–O theory
predictions and turbulence statistics that are consistent with some theories of wave-enhanced turbulence (D’Asaro, 2014;
D’Asaro et al., 2014; Sutherland et al., 2013, 2014; Zheng et al., 2021). The Charnock (1955) scaling for wind stress given
wind speed does include waves, but only in a modest dimensional analysis manner. Non-equilibrium waves (which would
depend on initial wave state) and remotely-generated waves (which depends on conditions elsewhere, e.g., crossing swell)
are not part of Charnock’s scaling. So, a key question is to what extent disequilibrium waves are important.

A first series of efforts were carried out to examine the effects of breaking waves, albedo from whitecaps, spray, etc.
(see Cavaleri et al., 2012, for a review). These effects are often small on average, but some are predictable and have been
parameterised in their impact on air-sea fluxes primarily (Section 4.2.2.10) and secondarily on surface transport properties
(see Lenain and Pizzo, 2020, for a recent example). These are not disequilibrium events; indeed they are part of what allows
for fully developed wave states to occur (Sullivan et al., 2004). Zheng et al. (2021) show a variety of ways that observations,
especially profiles of temperature, are inconsistent with M–O theory but are consistent with wave breaking and Langmuir
turbulence theory.

The depth to which wave effects penetrate is a key aspect of the wave problem, and is a disequilibrium situation as it
takes some time for the mean wave period to arrive at a fully developed value (Webb and Fox-Kemper, 2011). Like the
penetrating solar problem, it violates the assumption of the M–O theory that all of the effects take place near the surface.
One approach is to consider the vertical decay scale of the orbital velocity, which is proportional to the wavelength of the
waves (Qiao et al., 2004, 2010). Other approaches use the Stokes drift decay scale, or more precisely, an average of Stokes
drift effects over a fraction of the boundary layer (Harcourt and D’Asaro, 2008; Van Roekel et al., 2012; Li et al., 2016).
Because the Stokes drift decay scale tracks closely over seasons and forcing with the orbital velocity decay scale, both
approaches yield similar sensitivity to wave states.

Entrainment is an important result of deeply penetrating Langmuir turbulence or non-breaking wave turbulence. Lang-
muir jets penetrate much more deeply than the shallow Stokes drift that enhances them (Polton and Belcher, 2007).
Langmuir entrainment has important consequences for passive tracers (Smith et al., 2016) and mixed layer deepening (Li
et al., 2017). Entrainment is elevated even when Langmuir cells (as recognised by their form, anisotropy, and turbulence
statistics) do not reach the mixed layer base (Li and Fox-Kemper, 2020). Thus observations of Langmuir cells remaining
trapped in the upper mixed layer do not imply that wave-enhanced mixing does not accelerate entrainment (as suggested by,
e.g., Weller and Price, 1988; Thorpe et al., 2003); it does so by enhancing the shear near the mixed layer base via pressure
work.

Non-breaking surface waves had not been considered to be able generate turbulence, because the governing equation
of non-breaking surface waves is simplified as irrotational mathematically (Phillips, 1961). However, the groundbreaking
work of Teixeira and Belcher (2002) showed that if there is vorticity already in turbulence in the ocean, then passing
irrotational waves can intensify it. This conception is consistent with both the theory of Langmuir turbulence, effectively
defined to be the class of turbulence that arises in simulations of the Craik–Leibovich or wave-averaged equations that
include a Stokes vortex or Stokes shear force (McWilliams et al., 1997; Holm, 1996; Suzuki et al., 2016; Holm and Hu,
2021), often by comparison to large eddy simulations of these equations (Section 4.4.1). An important aspect to understand
about the wave-averaged equations is that the only wave information that appears in them is the Stokes drift profile, hence
the approach of Large et al. (2019) and the focus on Stokes drift in Webb and Fox-Kemper (2011, 2015). The non-breaking
surface waves theory seeks to similarly explain the enhanced turbulence due to the presence of surface waves. The non-
breaking surface-wave-induced vertical mixing scheme (Bv), however, does not phase-average the effect and instead relies
on high-frequency observations of laboratory and field sites to study the enhancement effect (e.g., Qiao et al., 2016). Qiao
et al. (2016) provided solid experimental evidence of wave-turbulence interactions in the ocean directly for the first time, by
employing the newly developed Holo–Hilbert spectral analysis (Huang et al., 2016). Pragmatically, the distinction between
the two theories lies in whether mixing varies more directly in response to the orbital velocity characteristics (non-breaking
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FIGURE 4.3 Regime diagram of Langmuir forcing of the world oceans based on JRA55-do (Tsujino et al., 2020) forcing reproduced with permission
from (Li et al., 2019) following Belcher et al. (2012). The location where large eddy simulations of the wave-averaged equations have been performed
are indicated by dots (McWilliams et al., 1997; Harcourt and D’Asaro, 2008; Pearson et al., 2015; Min and Noh, 2004; Grant and Belcher, 2009; Reichl
et al., 2016; Li et al., 2005; Van Roekel et al., 2012; Li and Fox-Kemper, 2017). (a) Regions and seasons where convective forcing is present, indicating
in solid lines, where 90% of the dissipated energy comes from convective, Langmuir (i.e., Stokes shear production), or shear production. (b) Regions and
seasons where convective forcing is stabilising (e.g., surface warming). Above the dotted line, turbulence is expected to be only transient, whereas below
the Langmuir or shear forcing exceeds the stabilising buoyancy forcing.

theory) or the Stokes drift statistics (Langmuir turbulence), although it can be challenging to distinguish them as they
co-vary.

Another wave parameter that is important for the effects of Langmuir turbulence is the degree of misalignment of
waves and winds. Hanley et al. (2010) showed that this was a common occurrence, and Van Roekel et al. (2012) showed
that a simple approach of projecting waves and winds into the direction of the forming Langmuir cells collapses many
misalignment cases onto the same profile. Van Roekel et al. (2012) go on to suggest that a redefined Langmuir number can
capture both the misalignment and the depth effects (following Harcourt and D’Asaro, 2008) in one parameter, simplifying
the dimensional analysis. Other studies of wave-wind misalignment have found that this simple approach is fairly robust,
but could be improved (Sullivan et al., 2012; Wang et al., 2019a).

In Belcher et al. (2012), an important outcome was the establishment of a regime diagram based on the sources of
energy, similar to scaling (4.19), but including Stokes forces. This same diagram was expanded upon and more carefully
evaluated in Li et al. (2019) and is reproduced in Fig. 4.3. The vertical axis shows a dimensionless parameter that is similar
to the boundary layer depth over the M–O length, but including wave effects. When this parameter is negative (right panel),
the surface forcing is warming and stabilising. When it is positive, it is tending to convect—more strongly, the larger its
magnitude. Along the horizontal axis is the turbulent Langmuir number, which indicates the relative amount of winds (to
the right) versus waves (to the left). The regime diagram thus indicates the regions where convection, Langmuir forcing
(i.e., wave energy), and wind forcing are most important. The white triangular contours map where realistic forcing of the
world ocean places the highest likelihood. Coloured dots indicate where large eddy simulations have been carried out.

Li et al. (2019) also show that even among Langmuir schemes that purport to include the same effects and converge
to the same LES there are considerable differences in the outcomes of applying the different schemes based on physical
and numerical formulation. The same is likely true of the non-breaking wave approaches. Johnson et al. (2021) explore a
dynamical systems approach to quantifying the divergent behaviours of different schemes under a variety of forcings.

4.2.2.8 Waves and momentum
Along with the wind-wave misalignment problem comes the general nature of the Stokes vortex or Stokes shear force
(Suzuki and Fox-Kemper, 2016). This effect results in a downward force, acting like a density anomaly in the hydrostatic or
nonhydrostatic equations, that is directional: only when the Lagrangian current (the combination of Eulerian mean current
and Stokes drift) is oriented along the Stokes drift direction does this force maximise. When the current and waves are
opposed, it is an upward force, and when they are perpendicular, it is zero.
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This conceptualisation simplifies the mechanism for Langmuir turbulence. Langmuir cells converge when surface cur-
rents randomly flow in the Stokes drift direction. This causes convergences which strengthens the jets, forms turbulence
and can accelerate frontogenesis (Suzuki et al., 2016) and filamentogenesis (Sullivan and McWilliams, 2019).

The air-sea transfer coefficient cd is also likely directional. In the presence of crossing swell, there should be favoured
directions for efficient momentum transfer (winds into swell) and others that are less so (winds behind swell or crossing
across swell). The anisotropy of the drag coefficient (and likely also the heat and moisture coefficients, due to the changing
near-surface airflow) implies that the relative velocity to stress relationship in (4.4) is probably an oversimplification, and
the drag coefficient should instead be a second-rank tensor that depends on swell propagation direction.

4.2.2.9 Sea ice
As the sea ice interface sets the surface boundary conditions, stress at the ice-ocean interface depends on undersurface
roughness, thereby altering u∗, whereas melting/freezing ice induce a negative/positive buoyancy flux, respectively. In the
neutral limit, McPhee and Martinson (1994) show the importance of kinematic boundary stress and Ekman dynamics on
turbulent mixing lengths, often incorporating rotation not included in the M–O theory. In the presence of stable (McPhee,
1994) or unstable (McPhee and Stanton, 1996) freshwater fluxes, similarity theory can be modified to account for distance
from the ice, freshwater buoyancy flux, surface stress, and boundary layer stratification.

Sea ice leads to lateral intermittency in the ocean, as waves, fluxes, and albedo are strongly inhibited by the presence of
sea ice. Under Arctic climate change, it is expected that a newly revealed ocean boundary layer will be in regular contact
with the atmosphere during the Arctic summertime later this century. The opening up of the Arctic has consequences for
planetary albedo (e.g., radiation arriving at the ocean), air-sea heat fluxes, and ocean heat uptake and surface waves in the
Arctic. Recent studies have covered some aspects of these dynamics and their impact on expected changes (e.g., Horvat et
al., 2016; Mensa and Timmermans, 2017; Manucharyan and Thompson, 2017; Roach et al., 2018).

4.2.2.10 Bubbles, spray, whitecaps, & foam
Like sea ice, bubbles, spray, and foam are multiphase phenomena that exist within the near-boundary layers. Bubbles and
spray strongly affect the surface area, and thus can be important in air-sea fluxes, as well as in buoyancy effect (e.g., Liang
et al., 2013, 2017). Foam, and other persistent surface anomalies, such as biological surfactants, can strongly affect surface
roughness and wave dynamics (Cavaleri et al., 2012). Intriguingly, even the intermittent, stochastic forcing of rain droplets
can interfere with the formation of coherent small-scale waves, thus affecting roughness and stress (Cavaleri et al., 2015;
Zhao et al., 2017). At high wind speeds, bubbles and spray form some of the most challenging aspects of simulating and
observing conditions (e.g., Soloviev et al., 2014). The fundamental scaling aspects of these “mushy layer” as opposed to
surface problems remain highly speculative, as direct modelling of multiscale, multiphase fluids is not sufficiently advanced.
Zhao et al. (2017) and Bao et al. (2020) demonstrate that parameterisations indicate a key role of sea spray in the simulation
and prediction of typhoons and the climate system respectively.

4.2.2.11 Shallow water
In very shallow water, the ocean surface and bottom boundary layers merge, so that the whole depth is diabatic and tur-
bulent. Studies on Langmuir super-cells (Gargett et al., 2004) follow the consequences into bottom boundary impacts
of these surface-forced phenomena. Many shallow estuaries have essentially no vertical stratification during wintertime,
which makes the lateral salinity and temperature gradients key to understanding the flow (e.g., Codiga and Ullman, 2010;
O’Donnell et al., 2014; Jing et al., 2016).

4.2.3 Mixed layers: boundary layer memory

The mixed layer of the ocean in schematic form is straightforward (Fig. 4.2): how deep has the turbulent mixing ho-
mogenised the vertical temperature and salinity fields? But in practice the temporal and spatial variability and poor
subsurface sampling lead to many issues in determining the mixed layer depth conclusively. The surface forcing in a
particular place and time has little to do with the previous forcing and potentially also restratification processes that have
brought the mixed layer to its present properties. There are thus a variety of definitions of mixed layer, which are very
briefly summarised here. Some aspects of the dynamical significance of the different methods are also given.

The mixed layer is typical found based on one of two approaches: (1) a threshold for when deep properties have gone
“far enough” away from their surface value to be different, and (2) when tracer values exceed a relative level of variability
that is determined in the same region or cast. A critical breakthrough for either method was found by de Boyer Montégut
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FIGURE 4.4 Mixed-layer depth m as determined using the (Huang et al., 2018) method from 2010–2019 Argo profiles in February and September (by
summer and winter in both hemispheres) and 1D simulations of the generalised ocean turbulence model in the same seasons (Umlauf and Burchard, 2005)
initialised from profiles and using surface forcing from a global MITgcm simulation (Su et al., 2018). Reproduced with permission from Dong et al.
(2020).

et al. (2004). They noted that calculation of the mixed layer depth by most methods and lateral averaging of the properties
(salinity, temperature, density) from observational profiles do not commute. That is, if you calculate the mixed layer depth
on the mean properties (e.g., Monterey and Levitus, 1997) you do not get the same answer as when you calculate the
mixed layer depth on each observational profile, and then laterally average. Similarly, when a simulation is initialised from
observations, it should be initialised from a single profile, not an average (e.g., D’Asaro et al., 2014). The latter is clearly the
more important approach for the dynamics discussed in this chapter. Other authors have continued to improve algorithms
using the profile approach (Holte et al., 2017; Huang et al., 2018); quite a few others are reviewed in Dong et al. (2021) and
Li et al. (2019).

The boundary layer can be observed in terms of turbulence dissipation with specialised observations, but the mixed
layer relies on definitions of what scale of change indicates leaving the boundary. As noted by de Boyer Montégut et al.
(2004) and Holte et al. (2017), there is no simple threshold on temperature or density change from the surface value that is
reliable worldwide. Even what variable should be used is subject to interpretation: temperature, density, potential vorticity?
The relative variance methods have the advantage that presumably the variability that is in the same profile cast gives some
sense of the range of surface forcing variability typical of the location (indeed, that is the purpose of L). However, these
algorithms tend to have a pattern recognition rather than a dynamical determination of relevant thresholds and limits, thus
they too disagree among themselves.

Fortunately, (or unfortunately depending on your perspective) parameterisations of mixed layer processes tend to dis-
agree more than definitions of mixed layers (Li et al., 2019), so for model-observation comparisons one is free to choose
among reasonable definitions. Fig. 4.4 shows observed mixed layer depths versus 1D mixing models initialised from a
high-resolution model, and then allowed to simulate ocean near-surface layer turbulent mixing (Dong et al., 2021).
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4.2.3.1 Entrainment
This chapter has emphasised the air-sea exchange of properties, but perhaps even more societally significant is the exchange
of properties across the mixed layer base to the deep ocean. Below the climatic implications of this statement will be
described, but here it is important to lay out the dynamics involved in exchanges of properties between the mixed layer and
the interior.

As described above, entrainment is a process whereby turbulence escapes the mixed layer to penetrate into the stratified
fluids below. By homogenising the properties, the mixed layer deepens and becomes more dense because of this entrained
fluid.

Entrainment is a highly complex process, however, and difficult to model and observe due to its intermittent character.
Though wind-driven entrainment is a principle concept for OSBL evolution (e.g., Pollard et al., 1973; Price, 1979) and a
foundation for upper-ocean mixing model validation (Mellor and Yamada, 1982; Large and Crawford, 1995), intermodel
comparison reveals turbulence parameterisations fail to agree on how to deepen the mixed layer in practice (e.g., Li et al.,
2019; Johnson et al., 2021). However, recent models (Li and Fox-Kemper, 2017; Van Roekel et al., 2018; Li and Fox-
Kemper, 2020; Souza et al., 2020) and some observational analyses (D’Asaro, 2003) have managed to capture entrainment
in a statistically and dynamically meaningful way. Given the important role of entrainment in the earth system, it has not
received enough study.

4.2.3.2 Restratification
A restratifying mixed layer influences the climate reservoirs on both sides of its boundaries. With the atmospheric boundary
layer through its transfer of heat and momentum–i.e., (4.15)–(4.16)–and with the ocean interior as the deeper mixed layer
restratifies and joins the pycnocline. The implications of this latter process are featured in the Stommel (1979) demon idea:
only the deepest wintertime mixed layer properties are permitted to stratify and join the stratified interior. In contrast to
entrainment, which incorporates tracers and momentum from the underlying water, restratification decreases the volume of
the mixed layer, but not its intrinsic properties.

Restratification in the ocean can be caused by the following: penetrating solar radiation (which decays exponentially,
and thus heats the surface more quickly than deeper waters); surface heating by longwave or warm, moist air; winds that
blow light water over dense (i.e., upfront winds); precipitation and condensation of fresh water; or dynamical restratification
that extracts potential energy by sorting lighter waters to move above denser. Restratification is a determinative aspect of
whether the mixed layer and mixing layer differ, as rapid restratification will tend to push the mixed layer toward the mixing
layer, whereas leisurely restratification will allow patterns of mixing to become fossilised in mixed layers far deeper than
presently active mixing.

Mixed layer instabilities, and baroclinic instabilities in general, extract energy from the potential energy inherent in
stratification anomalies (Boccaletti et al., 2007; Fox-Kemper et al., 2008). The stratification anomalies do not have to be
in contact with the surface for the mixed layer instabilities to arise. Submesoscale eddies formed from such instabilities
are an important mechanism for restratification at the base of the mixed layer, where often solar restratification and Ekman
buoyancy fluxes do not penetrate (Haney et al., 2012).

In addition to baroclinic instabilities, frontal restratification by other mechanisms can influence the upper ocean buoy-
ancy budget. Processes involved include when horizontal buoyancy gradients are differentially advected by near inertial
shear (Hosegood et al., 2006), time dependent Ekman dynamics (Dauhajre and McWilliams, 2018; Johnson et al., 2020),
or gravity bores (Dale et al., 2008; Pham and Sarkar, 2018).

4.2.4 A home for submesoscales

The small scale of the submesoscale can be considered to be a consequence of the deformation radius (Ld = Nh/f ) of the
mixed layer (Thomas et al., 2008; Dong et al., 2020). The deformation radius of the mixed layer is much smaller than the
deformation radius of the whole water column, as the mixed layer is shallower and less stratified.

Submesoscales are also often energised by the extraction of potential energy. This extraction implies a restratification,
just as mixing implies a source of potential energy. Whereas submesoscale phenomena may not be the fastest agent of
restratification, they are important in that they can act below the surface, remote from where winds and solar restratification
are strong. Fig. 4.5 shows the buoyancy frequency, (i.e., N = √

∂b/∂z) within the mixed layer for the same models. As
argued in (Dong et al., 2021), the disagreement in stratification within the mixed layer has a larger impact on many aspects
of submesoscale dynamics than disagreement in mixed layer depth.
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FIGURE 4.5 Buoyancy frequency in the mixed layer (×10−3 s−1) as determined from 2010–2019 Argo profiles in February and September (by summer
and winter in both hemispheres) and 1D simulations of the generalised ocean turbulence model in the same seasons Umlauf et al. (2016), initialised from
profiles and forced with surface forcing from a global MITgcm simulation (Su et al., 2018). Reproduced with permission from Dong et al. (2020).

4.3 Observing the surface layers and their processes
4.3.1 Observing mixing

Mixing in the ocean surface boundary layer (OSBL) can be inferred over a range of complexities depending on the top-
ics of interest and/or measurement capabilities available. A description of technological advancements in ocean mixing
observations are detailed in Chapter 14, but a quick review of observations specific to the OSBL layer are included here.
Measurements of turbulent quantities within the OSBL are complicated, particularly by the span of turbulent motions from
centimetres to the entire length of the mixed layer, and therefore require different approaches than methods used to mea-
sure turbulence in the ocean interior. As such, turbulence estimates can be drawn from a range of parameters, including
vertical profiles of mean temperature, salinity, and velocity and their vertical gradients, turbulent fluxes, the reduction of
temperature variance by turbulence χ , and dissipation of turbulent kinetic energy, ε. Additionally, turbulent quantities in the
boundary layer are orders of magnitude larger than in the interior and coexist with a complicated wave field, both of which
contribute to challenges in making meaningful measurements and require different platforms than the relatively quiescent
interior.

4.3.1.1 Defining mixing from mean profiles
Routine and accessible metrics for mixing in the upper ocean can be obtained from profiles of mean tracers T , S, and
velocities u, v. Most common is to assume quantities are homogeneous over a mixed layer depth h, using some of the
methods in Section 4.2.3. In the atmosphere, profiles of mean shear are often used to constrain vertical fluxes, but this
approach has not been successfully carried out in the ocean (except in large eddy simulations, Large et al., 2019). Yet, more
active definitions isolate the processes of mixing. For example, shear driven turbulence can be identified through the ratio
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between shear and stratification as the Richardson number Ri = N2/|∂zu|2, where turbulence is suppressed at a critical
value Ri > 1/4. Or in a mixed layer undergoing deep convection, the upper ocean may be unstably stratified (N2 < 0), and
ocean mixing can be inferred through the Thorpe scale (Thorpe, 2007).

All of these methods have been widely adopted to pertain to observations of the boundary layer with the common mea-
surements collected by CTD instruments (conductivity, temperature, and depth) and ADCPs or ADVs (Acoustic doppler
current profilers or Acoustic doppler velocimeters). Vertical profiles may be obtained through shipboard surveys with pro-
filing instruments, Lagrangian floats (Harcourt et al., 2002), profiling drifters (e.g., Argo: Roemmich et al., 2019), gliders
(e.g., Sea Glider, Slocum Javaid et al., 2014), or autonomous profilers (e.g., WireWalker: Pinkel et al., 2011). Whereas CTDs
are standard on most observational platforms, obtaining accurate velocities from ADCPs are challenging in the near-surface
layers, yet are becoming smaller and more common on autonomous platforms. A large contribution to boundary-layer mix-
ing has come from very high resolution measurements of mean properties (such as thermistor chains and the Surf Otter),
and platforms that can obtain near-surface meteorological data and subsurface measurements (Gentemann et al., 2020;
Pinkel et al., 2011; Edson et al., 2007).

4.3.1.2 Estimating turbulent fluxes
Obtaining a more dynamical view of upper ocean mixing requires estimates of turbulent quantities v′, w′, C′ and their
turbulent covariances and fluxes

〈
v′2〉,

〈
w′2〉 and

〈
C′w′〉. Yet turbulent velocity fluctuations are often obscured by the ∼100

times larger surface wave induced velocities. To address this, turbulent vertical velocity can be estimated from a neutrally
buoyant Lagrangian float (D’Asaro, 2003). In the OSBL, the float traverses the mixed layer along with the largest ed-
dies, through which vertical velocity statistics can be calculated from the rate of pressure change. Based on this approach,
D’Asaro et al. (2014) were able to show that over a wide range of wind and wave conditions, the vertical velocity statistics
are inconsistent with the standard M–O scaling for oceanic boundary layers, but are consistent with the scaling of statistics
expected based on one of the wave-driven turbulence theories (Harcourt and D’Asaro, 2008). Similarly, based on observa-
tions from two fixed offshore platforms, Chen et al. (2018, 2019) investigated the atmospheric boundary layer, particularly
how surface waves modulate air-sea momentum flux, and explained the deviation of the wind stress from the wind direction
under low to moderate wind conditions, indicating upward momentum transfer from the ocean to the atmosphere through
surface waves.

Momentum flux (or turbulent Reynolds stress) in the OSBL is generally assumed to be equal to, at least no more than,
the wind stress over the sea surface in ocean and climate models based on traditional boundary-layer theory. However,
simultaneous in-situ observations conducted by Huang and Qiao (2021) show, for the first time, that the turbulent Reynolds
stress in the OSBL is modulated greatly by surface waves and can be larger than the wind stress in certain circumstances.
This observational result may have a potential impact on the development of ocean and climate models.

4.3.1.3 Dissipation and loss of shear and temperature variance
Values of kinetic energy dissipation ε and temperature variance dissipation χ are inferred through measurements of high-
frequency fluctuations in velocity and temperature, respectively. A detailed discussion can be found in Chapter 14 and
is summarised here. Dissipation of turbulent kinetic energy in the ocean is achieved by assuming isotropy and smooth ν
profiles, such that

ε = 15
2

ν

〈(
∂u

∂z

)〉2

. (4.23)

This allows ε to be estimated from very fine resolution observations of velocity shear by microstructure profilers (e.g.,
Gregg, 1998; Ward et al., 2004), Lagrangian floats (Lien and D’Asaro, 2006), or through sophisticated analysis of acoustic
Doppler measurements (Thomson et al., 2012; McCaffrey et al., 2015). Microstructure measurements in the mixed layer
are generally collected by ship-based free falling profilers.

The decay of temperature variance in the ocean surface boundary layer can also be assumed under isotropy to provide
an estimate of turbulence dissipation (Osborn, 1980; Oakey, 1982):

ε = 6κT

〈(
∂T

∂z

)〉2

. (4.24)

High-frequency and precise measurements of fine-scale temperature gradients in the ocean are easier to obtain than velocity
shear, but may be aliased by internal waves that have strong T variance but are not turbulent. An early example of this
approach in the mixed layer is Oakey and Elliott (1982), and a detailed comparison versus the dissipation method is Kocsis
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FIGURE 4.6 Values of ε from the North Atlantic obtained using microstructure measurements from the air-sea interaction profiler, non-dimensionalised
by a dissipation scale εB (see Belcher et al. (2012) using a) mixed-layer depth h and (b) mixing-layer depth hε for the turbulent length scale, respectively.
The black lines show the contours for log10εB with the heavy black lines denoting where the forcing accounts for 90% of the total dissipation. To be
compared with Fig. 4.3. Reproduced with permission from Sutherland et al. (2014).

et al. (1999). Moulin et al. (2018) combined measurements of stratification of the upper 10 m with surface fluxes and
turbulence measurements to show the importance of penetrating solar fluxes on turbulence suppression in diurnal warm
layers, noting that penetrative solar fluxes not predicted by M–O theory play a role in upper ocean mixing (Section 4.2.2.3).

4.3.2 Wave-driven turbulence

Alongside measurements of turbulence, to assess wave-driven turbulence metrics of sea state conditions need to be collected
alongside the turbulence measurements. The surface wave instrument float with tracking (SWIFT, Thomson, 2012) is an
example of an instrument capturing both waves and dissipation. Surface buoys, stereo video capture (e.g., Vieira et al.,
2020), X-band radar (Lund et al., 2016), radar combined with video (Benetazzo et al., 2018), or ultrasonic altimeters
(Christensen et al., 2013) can all be used for wave observations.

Examples of the combined wave and turbulence observations show that the ocean surface mixed layer depends on wave
state. Huang et al. (2012) observed the turbulence dissipation rate of the upper layer in the deep water of the South China
sea, and compared the measurements with the non-breaking surface wave scheme and the law of wall, whereas the former
fits the data well the latter is inconsistent. D’Asaro et al. (2014) collected a wide range of observations under varying sea
state and wind conditions, and showed that a Langmuir turbulence scaling (Harcourt and D’Asaro, 2008) was consistent
with the turbulence statistics, whereas a shear turbulence scaling was not. There are many difficulties in such measurements,
since the energy density of surface waves is 3–5 orders of magnitude larger than that of boundary layer turbulence, and
winds and waves often covary, because wind waves often dominate. Harcourt and D’Asaro (2008) performed experiments
in the lee of a floating bridge to find calm seas in strong winds. Qiao et al. (2016) directly observed ocean velocity at a 64 Hz
sampling rate under typhoon conditions and strong turbulence. Sutherland et al. (2013) compared the observed profiles of
turbulent kinetic energy dissipation with different scalings and found that the non-breaking wave scheme proposed by
Huang and Qiao (2010) is consistent. Sutherland et al. (2014) compared observed dissipation profiles versus scalings for
Langmuir turbulence differing in whether the mixing layer or mixed layer depth is used, but again they found that wave
enhancement is required for consistency with Fig. 4.3 as in Fig. 4.6 (Belcher et al., 2012). In all cases, experimental results
indicate that the wave-turbulence interaction induces higher levels of background turbulence beyond the M–O theory for
shear turbulence under a rigid boundary.

4.3.3 Laboratory experiments

Dai et al. (2010) designed laboratory experiments, where they cool down the bottom temperature to make a temperature
stratification. It would take 20 hours to destroy the temperature stratification by molecular mixing. The stratification is
destroyed within 30 minutes if non-breaking surface waves are generated in the tank. This experiment shows, as do other
tank experiments (e.g., Babanin and Haus, 2009), that turbulent mixing is elevated in the presence of waves.

Similarly, there have been tank experiments claiming to set up mean flows and Stokes drift effects (e.g., Monismith et
al., 2007). However, a recent important study (Calvert et al., 2019) makes it clear how difficult it is to control the production
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of spurious mean flows, which when studying turbulence that is much less energetic than surface waves, such as Langmuir
turbulence and non-breaking wave turbulence, is of critical importance.

4.4 Modelling surface layers and their processes
There are a variety of models of upper-ocean and lower atmosphere boundary layers. This section provides a guide to the
approaches taken and highlights some recent example studies.

4.4.1 Large eddy simulations

Large eddy simulations (LES) are carried out to study both the atmospheric and oceanic boundary layers, although rarely
in coupled settings of atmosphere, ocean, and waves. Instead aspects of the wavy (Sullivan et al., 2014) and heterogeneous
(Sullivan et al., 2020) surface conditions have been studied.

LES are defined by their ability to resolve partly into the 3D isotropic turbulence range, where turbulence parameter-
isations appropriate to that regime can be used (e.g., Sullivan et al., 1994; Fox-Kemper and Menemenlis, 2008). These
simulations do not attempt to resolve the scales of molecular viscosity or diffusion, which would limit the scale of prob-
lem being considered to be many orders of magnitude smaller, but some sensitivity remains to which LES closures are
chosen. Due to the relatively shallow spectral slopes of isotropic turbulence, this means that LES are not suitable for pre-
dicting vorticity or potential vorticity statistics (Bodner and Fox-Kemper, 2020). Resolving isotropic turbulence requires
nonhydrostatic effects, which further constrain the choice of fluid dynamics codes away from most common ocean models.

This chapter has emphasised the effects of surface waves on boundary layer turbulence, and LES are one key tool in
that study. Early LES (Skyllingstad and Denbo, 1995; McWilliams et al., 1997) simulated the wave-averaged equations
(Lane et al., 2007) or generalised Lagrangian mean theory following the theoretical framing of Craik and Leibovich (1976).
Ardhuin et al. (2017) offers a wide comparison of the theoretical approaches and their degree of consistency. Theoretical
work focusing on understanding and solutions of these equations (Chini and Leibovich, 2005; Chini et al., 2009; Suzuki
and Fox-Kemper, 2016; Holm and Hu, 2021) have emphasised how the Stokes vortex force, or equivalently the Stokes
shear force, on driving turbulent motions in the boundary layer. These forces also affect larger lateral scale balances,
such as Ekman (McWilliams et al., 2012), geostrophic balance and adjustment (McWilliams and Fox-Kemper, 2013),
frontogenesis and filamentogenesis (Suzuki and Fox-Kemper, 2016; Sullivan and McWilliams, 2019), and submesoscale
instabilities (Haney et al., 2015). Most of these studies were triggered by examination of LES in large enough domains to
have submesoscale features present (Hamlington et al., 2014).

However, non-breaking wave theory suggests that it is not the average linkage between waves and turbulence that
is important, but interaction of waves and turbulence enhances the pre-existing turbulence (Teixeira and Belcher, 2002;
Babanin, 2006; Huang and Qiao, 2010). This effect is not captured fully in the wave-averaged equations, despite the high
resolution of LES. LES with free surface, wave-phase-resolving physics are beginning to reveal aspects of these dynamics
and whether they are importantly different from the wave-averaged theories of Langmuir turbulence (Wang and Ozgokmen,
2018; Fujiwara et al., 2018; Xuan et al., 2019). Computational limitations prevent large wave steepness and breaking in
these simulations, which is one condition where the wave-averaged theory is expected to fail (Wang and Ozgokmen, 2018).
Similarly, the large parameter space needing to be explored to compare different theories (Fujiwara et al., 2018) has only
begun, and has not yet considered time-dependent wave trains or strongly sheared flows, where the wave-averaged theories
are expected to break down. However, all of these studies find strong support for the interpretation of the wave-averaged
theories as consistent with the phase-resolved vortex tilting and stretching mechanism (Teixeira and Belcher, 2002), but
Xuan et al. (2019) find evidence for phase-resolved turbulent vorticity production potentially enhancing mixing beyond
what is predicted by the wave-averaged equations.

4.4.2 1D boundary layer models

In most weather and climate applications, the lateral grid spacing of the ocean model is much wider than the boundary
layer depth, so even the largest isotropic turbulence of the boundary layer cannot be resolved. Relatedly, these models are
typically hydrostatic, which offers computational efficiency and little loss of accuracy when the discretisation is focused
on wide, shallow features. In such simulations, all aspects of boundary layer turbulence must be parameterised, typically
through providing a set of vertical fluxes based on the surface forcing and resolved profiles at each gridpoint. This 1D or
“pencil” modelling approach is typically required for all realistic models.

There is a diversity of theoretical approaches to developing 1D models, and so recent software has offered the capability
to switch among the different approaches. CVmix (Griffies et al., 2015) and GOTM (Umlauf and Burchard, 2005; Umlauf
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et al., 2016) offer community software to make switching between schemes easy. Recent comparison papers (Mukherjee
et al., 2016; Van Roekel et al., 2018; Li et al., 2019; Dong et al., 2020) have exploited and expanded these codes to
gain perspective on the ensemble span of these 1D models. Other comparison papers have also examined impacts of
parameterisations without these tools (e.g., Reffray et al., 2015; Wu et al., 2015; Buckingham et al., 2019; Ali et al., 2019)
or optimising parameters of the parameterisations (Souza et al., 2020).

4.4.2.1 Slab mixed layers
The simplest model of the oceanic mixed layer is the slab ocean model, which has a fixed-in-time mixed layer depth and
fixed oceanic fluxes, but predicts sea surface temperature and salinity variability. This type of model is mainly used as a
lower boundary condition for atmospheric models, but occasionally is used to show sensitivity of atmospheric or forecast
systems to varying mixed layer depths (e.g., Samanta et al., 2018).

4.4.2.2 K-profile parameterisations
The K-profile parameterisation approach is used in both atmospheric (Troehn and Mahrt, 1986) and oceanic applications
(Large et al., 1994). These 1D models specify profiles of diffusivity and viscosity following the predictions of M–O theory
and other extensions (such as the free convective velocity from Section 4.2.2.2). In the ocean case, traditionally a critical
Richardson number is used to find the boundary-layer depth and scale the vertical coordinate. Recent improvements on
the algorithm underlying this boundary-layer depth calculation (Shchepetkin and McWilliams, 2009; Van Roekel et al.,
2018) lead to surprisingly large impacts (Li et al., 2019). For this reason, numerical implementation remains important.
Improvements to the physics of these schemes are many, because the underlying equations are so simply related to the M–
O theory. Li et al. (2016) show that including extra wave-induced mixing based on Langmuir turbulence improves climate
models. Li and Fox-Kemper (2017) shows that Langmuir-induced entrainment also improves the coupled system. Li et
al. (2019) show that whereas Langmuir effects are modest on average mixed-layer properties, models without Langmuir
mixing fail to reproduce LES of the wave-averaged equations.

4.4.2.3 Second-moment closures
Second-moment closure schemes build upon a closed set of prediction equations for all second moments, such as kinetic
energy and fluxes, based on a simplifying assumptions, e.g., neglecting the contribution of third-moments (Umlauf and
Burchard, 2005). Commonly, these schemes come in two-equation form, where two turbulent quantities (e.g., energy and
length, or energy and frequency, or energy and dissipation) are solved for with PDEs in depth and time, or one-equation
form, where only one such quantity is solved for (e.g., Blanke and Delecluse, 1993). These schemes have been a common
choice for boundary-layer schemes in coastal modelling (Umlauf and Burchard, 2005), but in climate modelling, the coarse
vertical grid scale and long-time steps tend to make them less robust. A recent development in the theory of second-moment
closures is a major theoretical expansion on their treatment of Langmuir turbulence (Harcourt, 2013, 2015), including
explicit treatment of the Stokes vortex force and the pressure-strain correlation, expanding the impact of wave-driven
mixing beyond earlier approaches considering only the Stokes shear production (Kantha and Clayson, 2004). The non-
breaking surface wave induced vertical mixing can improve the second-moment closure, and then simulation of the mixed
layer in coastal ocean models (Lin et al., 2006), global ocean models (Qiao et al., 2004, 2010) and climate models (Fan and
Griffies, 2014).

4.4.2.4 Bulk mixed layers
Bulk mixed layers integrate over the full mixed layer, and then close for momentum, energy (mechanical and thermal), and
freshwater and salt budgets (Kraus and Turner, 1967; Niiler and Kraus, 1977; Price et al., 1986). These models have the
great advantage that they are built on a solid theoretical basis of conserved properties and their relatively low level of detail
provides them with robust numerical implementations over a wide range of time steps and vertical discretisations. However,
because they do not provide properties in vertical profile, they are mainly used to analyse observations, and until recently
they were not considered accurate enough for climate and weather modelling, However, the recent adaptation of the concept
of energy constraints, but in a system using approximate vertical structures drawn from profiles second-moment schemes
and LES after rescaling based on similarity theory and adapting a shear turbulence parameterisation to operate under longer-
time steps (Jackson et al., 2008), has developed into the energetics-based planetary boundary layer (ePBL) scheme (Reichl
and Hallberg, 2018). It shares energy conservation with bulk schemes, vertical profiles with second-moment schemes, and
uses implicit numerics to allow for robust behaviour even under large time steps and grid spacings. Li et al. (2019) adapt
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the Langmuir mixing enhancements applied in the K-profile parameterisation (Li et al., 2016; Li and Fox-Kemper, 2017)
to ePBL.

4.4.2.5 Prognostic vs. diagnostic boundary layer depth
Each of the schemes above has a method for determining the boundary-layer depth. The K-profile parameterisation tends
to have a diagnostic boundary-layer depth that is found from profiles at each time step without memory. This approach
makes the scheme capable of long-time steps. The second-moment schemes tend to predict evolving boundary-layer depths,
which limit their time steps and can lead to numerical instabilities and oscillations. The ePBL scheme features an implicit
diagnostic boundary-layer depth calculation. The OSMOSIS scheme (prototype presented in Li et al., 2019) features a
prognostic boundary-layer depth, which gives it very different behaviour from other schemes especially in reproducing
variability in deepening observed at the OSMOSIS mooring array (Buckingham et al., 2019).

4.4.2.6 Non-breaking wave mixing
Many models underestimate the ocean mixed-layer depth in summer and overestimate it in winter (Fox-Kemper et al., 2011;
Sallée et al., 2013; Heuzé, 2017). This may indicate that the vertical mixing in the upper ocean is too weak in summer,
whereas too strong in winter. Wave breaking can generate turbulence, however this process can only affect the depth in the
order of wave amplitude, i.e., within several metres, so it contributes little to mixing the whole ocean mixed layer. Qiao et
al. (2004, 2010) note that surface waves may affect the ocean on the order of their wave length (≈100 m), which coincides
with the ocean mixed layer—deeper than the summertime depth and shallower than the wintertime—and were inspired to
introduce a non-breaking wave-induced mixing theory (Bv theory). This theory relates enhanced turbulence to the scales
of the waves orbital motion, and therefore provides more energy for mixing when waves are strong within the upper ocean,
where orbital velocities are large. The Bv has been tested by different groups with different ocean circulation models; most
models showed improvement in the simulation of the ocean mixed layer, such as in a lake model (Torma and Krámer,
2017), 2016, 1D models (Ghantous and Babanin, 2014; Wu et al., 2015), the coastal Princeton ocean model (Lin et al.,
2006), a global instance of the AWI ocean model (Wang et al., 2019b), and other climate models (Qiao et al., 2013; Bao
et al., 2020), which suggest that the physics represented by Bv are missing in many models. Fan and Griffies (2014) found
that the Bv scheme mixed too much, as did some other schemes (McWilliams and Sullivan, 2000), but after limiting its
effects below 100 m, they found that it deepened summertime mixed layers more effectively than the other schemes tested,
which is a common challenge for nearly all ocean circulation models and climate models (Sallée et al., 2013). Bv can shoal
the ocean mixed-layer simulation in winter (Chen et al., 2019) by transferring more heat to subsurface, and so enhance the
ocean stratification in winter, resulting in a shallower mixed layer in winter.

The Bv scheme produces additional vertical viscosity and diffusivity where waves are strong and more deeply when
waves are long. This additional viscosity is added into the other sources in the model’s parameterisation (Qiao et al., 2010).
The Langmuir schemes described above and reviewed and compared in (Li et al., 2019) also mix more where waves are
strong and more deeply when wavelengths are long. These schemes thus differ only in their theoretical framing and their
quantitative aspects, which makes it very difficult to use bias reduction as a discriminant. Indeed, as mentioned above, both
theories rely on the heuristic of tilting and stretching of turbulent vorticity by passing waves (Teixeira and Belcher, 2002),
but differ in whether or not these effects can be captured in wave-averaged equations, or if phase-locked phenomena go
beyond the wave-averaged contributions. To conclude, a comparison of Langmuir 1D schemes and non-breaking schemes,
such as the Bv scheme need to be compared against wave-phase-resolving simulations under a wide range of realistic
conditions to better understand the flaws and oversimplifications in each approach.

4.4.3 Ocean and climate models

The previous section discusses a variety of new 1D parameterisations, but of course these parameterisations are developed
to improve 3D ocean and climate modelling systems. Many of the new breakthroughs require wave information, which is
often modelled as a new coupled system component: MASNUM in Qiao et al. (2010, 2013); Bao et al. (2020), WaveWatch-
III in (Li et al., 2016, 2017), and WAM in ECMWF atmosphere-wave coupled system, which only alters air-sea fluxes not
ocean mixing (Bidlot et al., 2007). The additional cost of adding the wave models can be considerable, and so statistical
approaches have been attempted. For some applications, such as predicting Langmuir mixing, they are adequately accurate
(Li et al., 2017). For more advanced purposes, such as interactions of waves and sea ice, future developments toward
efficiency are needed (Roach et al., 2018).

A new earth system model (FIO-ESMv2.0) was developed by including four processes, including the non-breaking
surface wave-induced mixing (Bv), sea spray from wave breaking, and the effects of Stokes drift in air-sea fluxes and the
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diurnal cycle of sea surface temperature. The mixed-layer depth in the upper ocean and historical sea surface temperature
during 1850–2014 are well reproduced (Bao et al., 2020). For the CMIP5 generation of coupled models, only the FIO model
included wave effects, and this FIO model is also part of the CMIP6 ensemble along with a few other models, including
wave effects (e.g., CESM, Li et al., 2016).

Other models in the CMIP6 ensemble have had improvements in their boundary-layer schemes as well. The CESM now
has a K-profile parameterisation, including Langmuir mixing, which improves summer and winter mixed-layer depths in
the extratropical oceans and subsurface ventilation and temperatures (Li et al., 2016; Danabasoglu et al., 2020). The GFDL
CM4.0 has ePBL (Reichl and Hallberg, 2018) as its boundary-layer scheme, brings strong improvement to Southern ocean
summer and winter mixed-layer depths and temperatures (Dunne et al., 2020).

4.5 Global perspective
4.5.1 Energy and forcing

The ocean surface boundary layer is forced by winds, waves, and convection, which are partly represented in Fig. 4.3.
This forcing, when combined with ocean currents and other feedbacks, leads to the patterns of mixed-layer depth and
stratification observed and modelled, Figs. 4.4–4.5. Elimination of large-scale vertical shear in the surface boundary layer
is the largest sink of kinetic energy in models (Fig. 4.1). Through the energy budget (4.19), geographical variation of ocean
boundary-layer properties, forcing and turbulence is how potential energy enters the ocean (Fig. 4.4).

These layers respond to energetic forcing and also have the ability to shape it. As already noted, the phenomenon of
surface cooling, with deeper warming by radiation, is the only solar heat engine in the ocean (Fig. 4.2).

4.5.2 Surface layers, weather, and climate

Since Hasselmann (1976), the ocean surface boundary layer has been considered an important agent of calming the weather
and thereby creating a climate. The air-sea fluxes discussed here, and especially the entrainment and connections to the
deeper ocean, are part of how this long-term climate variability occurs.

Goswami et al. (2016) and Orenstein (2018) are two good examples of how air-sea coupling affects not only the ocean
but also the atmosphere through coupled modes of variability—in this case, intraseasonal variability of the Indian monsoon.
These studies show observationally and through perturbed physics models that features in the upper ocean of the Bay of
Bengal are associated with monsoon variability (and thus with societally important rainfall predictions).

The ocean surface boundary layers are also important for climate. This result is often shown by climate model sensitiv-
ity to perturbed physics (e.g., Danabasoglu and Gent, 2009), but a deeper connection to how our planet works has emerged
as well. Many studies have begun to simplify the ocean’s role in the planetary energy balance as a reservoir of energy,
specifically akin to a simple two-layer model (Gregory, 2000; Gregory et al., 2004; Gregory and Forster, 2008; Geoffroy et
al., 2013b,a; Held et al., 2010; Winton et al., 2010; Hall and Fox-Kemper, 2021). The upper layer of this model connects
to both the atmosphere and the deep ocean, and this deep ocean connection has been shown to link to Atlantic meridional
overturning (Kostov et al., 2014). However, a recent student project reveals intriguing connections between the dynamics of
the mixed layer (dynamically defined as in this chapter) and the upper layer and upper to lower-layer connectivity in these
simplified climate models (Hall, 2020). His results indicate that the mixed layer is an observable emergent phenomenon
that constrains many properties of the climate sensitivity to forcing—natural and anthropogenic—on decadal to centen-
nial timescales (Hall and Fox-Kemper, 2021). Continued study of the mixed layer and its dynamics are a crucial part of
modelling the earth’s weather and climate.

4.6 Outlook
As our understanding of the ocean surface layers (and the closely related atmospheric surface layers) has evolved, the M–O
approach has served as a useful guide. However, as this chapter has noted, a variety of topics of present interest require
approaches that go beyond the M–O theory: waves (Bv, Langmuir, breaking, spray, etc.), submesoscales, penetrating radi-
ation, sea ice, and spatiotemporal variability in forcing. A variety of observational approaches and modelling practice have
developed to establish “sea truth,” and the treatment and impacts of these phenomena beyond M–O in weather and climate
models. However, it remains challenging to perform comparative analysis and synthesis of these different approaches, al-
though recent examples utilising community software (Umlauf and Burchard, 2005; Li et al., 2019), regimes of behaviour
(Belcher et al., 2012), and evaluation of scalings (Sutherland et al., 2013, 2014) exemplify potential paths forward. Nu-
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merical sensitivity and model development experiments show great potential for model bias reduction through continued
surface layer improvements.
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