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ABSTRACT: The energy transfer from submesoscale fronts to turbulence through geostrophic

shear production (GSP) is hypothesized to be a leading contributor to the forward energy cascade

and upper ocean mixing. Current estimates of GSP are limited to scaling relations developed

for forced symmetric instability (forced-SI), typically triggered by downfront winds. As not all

winds are downfront, and not all fronts forced by downfront winds are in the forced-SI regime, the

broader significance of GSP under forcing that differs from the forced-SI case remains uncertain.

Here we investigate the magnitude and vertical structure of GSP across a range of wind-front

configurations using Large Eddy Simulations. We find that the energy exchange between fronts

and turbulence flows in either direction depending on the wind-front alignment. Moreover, the

established scaling for the sum of GSP and vertical buoyancy flux remains valid regardless of

the wind-front orientation. This generic behavior arises from a combination of turbulent Ekman

balance and nearly vertically-uniform buoyancy evolution in the boundary layer. Under upfront

winds, negative GSP results in an energy conversion from turbulence to fronts, and a reduction

of dissipation relative to the no front case. An analytical model is used to quantify the upfront

wind GSP and its effect on turbulence suppression. Under cross-front winds, with no additional

buoyancy forcing, there is a compensation between GSP and potential energy conversion. These

results have implications for boundary layer turbulence parameterizations at submesoscale fronts,

and offer a more comprehensive understanding of GSP in the global kinetic energy budget.
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1. Introduction28

Ocean submesoscale motions are characterized by intense jets and vortices, sharp fronts, and29

filaments, roughly spanning horizontal scales of 0.1 to 10 km (McWilliams 2016; Gula et al.30

2022; Taylor and Thompson 2023). Dynamically, these hydrographic features reside in a regime31

where planetary rotation, stratification and inertia are all important (Thomas et al. 2008), therefore32

serving as a key intermediary between large-scale balanced currents and small-scale unbalanced33

turbulence. The significance of submesoscales in connecting these two classes of motions is34

perhaps best reflected by its potential role in closing the global ocean energy budget. The classic35

three-dimensional (3D) turbulence theory predicts a forward energy cascade toward dissipation at36

very small scale (Kolmogorov 1941), whereas the quasi two-dimensional (2D) balanced currents37

are subject to an inverse energy cascade to even larger scales (Charney 1971; Salmon 1980).38

Consequently, mechanisms that can efficiently dissipate the energy of balanced geostrophic currents39

are crucial for sustaining a steady ocean circulation (Wunsch and Ferrari 2004; Ferrari and Wunsch40

2009). Previous studies have shown that submesoscale processes can initiate a down-scale transfer41

of energy from large-scale circulation to small-scale turbulence and ultimately dissipative scales,42

thus completing the journey of forward cascade needed to balance the energy injected at large43

scales (Capet et al. 2008; Klein et al. 2008; Thomas and Taylor 2010; Molemaker et al. 2010;44

Skyllingstad and Samelson 2012; Chor et al. 2022; Srinivasan et al. 2022; Dong et al. 2024).45

The detail of energy transfer pathways at submesoscale range is complex and can violate typical46

parameterization assumptions such that models which do not resolve both the submesoscales and47

turbulence may not accurately represent the forward energy cascade (Taylor and Thompson 2023;48

Johnson and Fox-Kemper 2024).49

Here we focus on the role of vertical geostrophic shear-induced energy exchanges between fronts50

and turbulence. This energy flux is commonly referred to as the geostrophic shear production51

(GSP), since it emerges as a shear production term in the turbulent kinetic energy (TKE) budget52

of boundary layers at fronts (see section 3). The importance of GSP for energy transfers has been53

frequently highlighted in the context of forced symmetric instability (forced-SI, e.g., Bachman et al.54

2017). The instability drives a vertical momentum flux (or, Reynolds stress) down the gradient of55

geostrophic current, transferring energy from the geostrophic flow to eddy kinetic energy at a rate56

set by GSP. Forced-SI typically develops at strong fronts under destabilizing surface forcing when57
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the associated GSP is positive (i.e., a down-scale energy flux). Destabilizing forcing conditions can58

be triggered by a positive surface buoyancy flux (𝐵0 > 0) through surface cooling or evaporation,59

and more commonly, by wind stress τ𝑤 directed downfront (i.e., aligned with the direction of the60

thermal wind shear). Downfront winds are destabilizing through a surface destruction of potential61

vorticity (PV, Thomas et al. 2008), which can be interpreted as resulting from a wind-driven62

cross-frontal Ekman buoyancy flux (EBF):63

EBF =
τ𝑤 × k̂
𝜌0 𝑓

· ∇ℎ𝑏, (1)

where k̂ is the vertical unit vector (similarly, î and ĵ will be used throughout to represent unit vectors64

in the cross-front and along-front direction), 𝑓 is the Coriolis frequency, 𝜌0 is a reference density,65

∇ℎ denotes a horizontal gradient vector, and 𝑏 is the buoyancy. Previous studies of forced-SI have66

shown that in these conditions the GSP is proportional to the EBF (Taylor and Ferrari 2010; Thomas67

and Taylor 2010; Thomas et al. 2013), providing a parameterization that has been applied in both68

observational and numerical studies (Thomas et al. 2016; Bachman et al. 2017; Buckingham et al.69

2019; Dong et al. 2021).70

Outside the downfront wind regime, the role of GSP has been less explored. Contrary to71

downfront winds, upfront winds blowing against the thermal wind shear have a stabilizing effect72

(EBF < 0) and promote restratification (Thomas and Ferrari 2008). One stabilizing wind case in the73

suite of forced simulations analyzed by Skyllingstad et al. (2017) indicates that SI can still develop74

beneath the Ekman-restratified layer, generating surface-decoupled turbulence via positive GSP in75

the lower part of the initial deep mixed layer with negative PV. However, the behavior of GSP in76

the upper stratified layer, as well as in scenarios with symmetrically stable fronts, was unaddressed.77

Yuan and Liang (2021) presented TKE budget of simulations that span a wider range of wind-front78

orientations. Their results demonstrated that the sign, magnitude and vertical structure of GSP79

all vary with the wind-front angle, suggesting that GSP could be a universal cross-scale energy80

flux at submesoscale fronts. We argue below that this follows directly from the definition of the81

GSP–which requires only the joint existence of Reynolds stress and thermal wind shear–such that82

it is likely to be a ubiquitous aspect of frontal TKE budgets in the turbulent boundary layer.83
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GSP is important not only for its connection to the forward energy cascade from the balanced84

flow to the submesoscale, but also for its potential in modifying the boundary layer turbulence85

(D’Asaro et al. 2011; Thomas et al. 2013, 2016; Buckingham et al. 2019), which mediates the air-86

sea interaction and fluxes of momentum, heat and carbon between the ocean surface boundary layer87

(OSBL) and interior. For example, in conditions favorable for SI, most of the energy extracted88

from the front by GSP is subsequently lost to dissipation and diapycnal mixing via secondary89

Kelvin–Helmholtz shear instability (Taylor and Ferrari 2009; Chor et al. 2022). This represents90

a shift from the classic paradigm of atmosphere-driven turbulence, codified in traditional one-91

dimensional (1D) closure schemes used in general circulation models (GCMs) that depend on air-92

sea fluxes and surface waves (Li et al. 2019). These existing 1D boundary layer parameterizations93

(e.g., Large et al. 1994) fail to predict the intensity of the turbulence and mixing induced by94

large positive GSP (Dong et al. 2021) and tend to misrepresent the energy extraction from the95

resolved flow (Bachman et al. 2017). To address this, a new parameterization (Bachman et al.96

2017) has to be invoked instead to account for the effects of SI in applications where the GCM has97

sufficient resolution to capture some, but not all, fronts and submesoscale instabilities. Recently,98

Dong et al. (2024) compared various TKE production terms using theory and outputs from a99

submesoscale-permitting global model, concluding that GSP is a globally significant source of100

energy for upper ocean mixing. However, work by Johnson and Fox-Kemper (2024) examining101

the influence of submesoscale flows on boundary layer turbulence shows that at fronts traditional102

1D parameterizations are generally deficient in both downfront and upfront wind conditions. In103

stable regions forced by upfront winds, the average dissipation rate was about 20% less than that104

in regions with no front, suggesting a frontal sink of turbulence. These discrepancies may be105

linked to the GSP, whose effect is particularly less understood in conditions outside the forced-SI106

regime, hindering a comprehensive assessment of its effect on boundary layer turbulence at fronts107

and ultimately its role in the global energy budget.108

To bridge these knowledge gaps, this study seeks to quantify and derive scaling for the GSP109

across a range of wind-front orientations using turbulence-resolving simulations. The manuscript110

is structured as follows: It begins with a description of the idealized numerical simulation setup111

in section 2. The role of GSP as a front-turbulence energy flux in the energetic framework is112

illustrated in section 3. A theoretical constraint for the GSP is described in section 4. Results113
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from the simulations are presented in section 5, organized into three groups: downfront winds,114

cross-front winds, and upfront winds. For all three groups, diagnosed terms in the energy budget115

are compared with the theoretical constraint introduced in section 4. Notably, we also propose a116

new method to scale the GSP in upfront wind conditions. Section 6 summarizes the key points and117

discusses the implications of the results.118

2. Simulation setup119

We use the julia package Oceananigans (Ramadhan et al. 2020) to run a set of 3D LES with120

an idealized frontal zone setup illustrated in Fig. 1. The computational domain has size (𝐿𝑥 , 𝐿𝑦,121

𝐿𝑧) = (1000, 250, 100) m and uniform grid spacing (Δ𝑥, Δ𝑦, Δ𝑧) = (1.25, 1.25, 0.3125) m in the122

cross-front (𝑥), along-front (𝑦), and vertical (𝑧) direction, respectively. The chosen grid resolution123

is sufficient to resolve the Ozmidov scale and the results are close to convergence for all cases (see124

Appendix). Note that the domain size in the along-front direction is too small to accommodate the125

development of submesoscale mixed-layer instabilities (MLI, Boccaletti et al. 2007). This design126

simplifies the multi-scale problem, enabling us to evaluate the turbulence energetics in a controlled127

environment that is free from the additional complexities of MLI-induced vertical buoyancy flux128

(e.g., Yuan and Liang 2021).129

The front is represented by a fixed background state in which the along-front velocity 𝑉𝑔 (𝑧) is in132

thermal wind balance with the invariant buoyancy field 𝐵(𝑥),133

𝑓
𝜕𝑉𝑔

𝜕𝑧
=
𝜕𝐵

𝜕𝑥
= −𝑀2. (2)

The horizontal buoyancy gradient 𝑀2 describes the strength of the front and is kept constant in each134

simulation. The nonhydrostatic incompressible Boussinesq equations for perturbations around the135

background state are solved numerically using a finite volume discretization,136

𝜕u
𝜕𝑡

+ (u+𝑉𝑔 ĵ) · ∇u+𝑤
𝜕𝑉𝑔

𝜕𝑧
ĵ = −∇𝑝 + 𝑏k̂−∇ ·τ , (3)

𝜕𝑏

𝜕𝑡
+ (u+𝑉𝑔 ĵ) · ∇𝑏−𝑢𝑀2 = −∇ ·F, (4)

where u = 𝑢𝑖 = 𝑢î + 𝜐ĵ + 𝑤k̂ is the perturbation velocity [the subscript index 𝑖 = (1,2,3) marks137

spatial coordinates], 𝑏 is the perturbation buoyancy, 𝑝 is the kinematic pressure, τ = 𝜏𝑖 𝑗 and138
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Fig. 1. The simulation domain and the initial buoyancy field (for case DF1). Orange vectors on the side show

the background geostrophic current.

130

131

F = 𝐹𝑗 with 𝑖, 𝑗 = (1,2,3) are the subgrid-scale (SGS) stress and buoyancy flux determined by a139

constant-coefficient Smagorinsky-Lilly closure1 (Lilly 1962; Smagorinsky 1963). The perturbation140

buoyancy field is initialized with a uniform stratification 𝑁2 = 𝜕𝑏/𝜕𝑧 = 1.6×10−5 s−2, which, unlike141

𝑀2, evolves in time and space throughout the simulation. To speed up the transition to turbulence, a142

small-amplitude (1 mm s−1) white noise is added to the initial perturbation velocity. The equations143

are then integrated forward with a second-order centered advection scheme and a third-order144

Runge–Kutta time-stepping method. We impose periodic boundary conditions for the perturbation145

quantities in both horizontal directions and no normal flow in the vertical. At the bottom, no-146

stress boundary conditions are used for horizontal velocity components and the vertical buoyancy147

gradient is fixed to its initial value (𝑁2). The surface boundary conditions are set by the wind stress148

and surface buoyancy flux. To prevent spurious reflections of internal waves, a Gaussian-tapering149

sponge layer is placed at the bottom with a thickness of 𝐿𝑧/5. Since the perturbation fields are what150

1Note that the background thermal wind shear is not included in the closure calculation of eddy viscosity. This prevents the SGS scheme from
causing excessive mixing during the initial non-turbulent phase (Taylor and Ferrari 2010).
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the model solves for, we will omit the term ‘perturbation’ from variable names moving forward,151

noting that 𝑉𝑔 and 𝑀2 are tacitly ever present.152

To investigate the variation of GSP in various wind-front configurations, the horizontal buoyancy153

gradient 𝑀2, surface wind stress vector τ𝑤 = 𝜏𝑥𝑤 î + 𝜏
𝑦
𝑤 ĵ, and surface buoyancy flux 𝐵0 are varied154

in the set of simulations described by Table 1. Overall, these include three groups of frontal155

zone simulations forced by downfront, upfront and cross-front winds, and two additional reference156

cases without a front. The wind stress is treated as an externally imposed forcing, and therefore157

it does not change in response to surface currents or temperature variations, both of which can158

alter the momentum and PV flux at fronts (Wenegrat 2023). All simulations start with a balanced159

Richardson number Ri𝐵 = 𝑁2 𝑓 2/𝑀4 > 1. Given that the prescribed geostrophic flows have no160

vertical relative vorticity, these fronts are initially stable to both SI and Kelvin–Helmholtz shear161

instability (Stone 1966). To minimize the inertial oscillation due to a sudden onset of wind forcing,162

the surface stress τ𝑜 is introduced with a smooth ramp-up before reaching the specified constant163

value τ𝑤,164

τ𝑜 (𝑡) = 0.5τ𝑤

[
1− cos

( 𝜋𝑡
√

2𝑇 𝑓

)]
, for 0 ≤ 𝑡 ≤

√
2𝑇 𝑓 , (5)

where 𝑇 𝑓 = 2𝜋/ 𝑓 is the inertial period. All simulations are run for three inertial periods and the165

diagnostics are saved every 5 minutes. We define a boundary layer using the depth at which the local166

stratification 𝑁2 reaches maximum in the water column (Li and Fox-Kemper 2017). Alternatively,167

the turbulent boundary layer could be defined using turbulence statistics, such as the Reynolds168

stress magnitude (Wang et al. 2023) or the dissipation rate (Sutherland et al. 2014). However, we169

find the stratification-based method is more robust across different simulations, and is generally170

in line with the mixed layer depth computed from a density threshold method (Fig. 3), which is171

expected to match the turbulent boundary layer depth under steadily deepening surface conditions.172
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Table 1. Parameters for the simulations used in this paper. All simulations use Coriolis frequency 𝑓

= 1 × 10−4 s−1. 𝛽 is the scaling coefficient for vertically integrated ageostrophic shear production (ASP),

𝛽 =
∫ 0
−𝐻 ASP 𝑑𝑧/𝑢3

∗ (see section 5c). 𝐻/𝐿𝑠 is the ratio of the boundary layer depth to the geostrophic shear

stability length (section 3).

173

174

175

176

Group Case 𝑀2 [s−2] 𝜏
𝑦
𝑤 [N m−2] 𝜏𝑥

𝑤 [N m−2] EBF [m2 s−3] 𝐵0 [m2 s−3] 𝛽 𝐻/𝐿𝑠 Comments

Downfront wind
DF1 3.6 × 10−7 -0.037 0 - 1.3 × 10−7 - 28 Forced SI

DF2 3 × 10−8 -0.444 0 1.3 × 10−7 0 - 0.89 No forced-SI

DF3 9 × 10−8 -0.148 0 1.3 × 10−7 0 - 3.89 No forced-SI

Cross-front wind
CF1 9 × 10−8 0 0.148 0 0 - 2.24 Warm to cold

CF2 9 × 10−8 0 -0.148 0 0 - 2.7 Cold to warm

Upfront wind

UF1 9 × 10−8 0.148 0 -1.3 × 10−7 0 8.01 1.73 -

UF1c 9 × 10−8 0.148 0 -1.3 × 10−7 6.5 × 10−8 7.61 2.52 -

UF2 9 × 10−8 0.444 0 -3.9 × 10−7 0 9.80 1.73 -

UF3 1.8 × 10−7 0.148 0 -2.6 × 10−7 0 7.74 2.7 -

UF4 1.8 × 10−7 0.444 0 -7.8 × 10−7 0 9.76 2.81 -

UF5 3.6 × 10−7 0.444 0 -1.56 × 10−6 0 9.37 4.09 -

No front
NF1 0 0 -0.148 0 0 7.96 0 -

NF2 0 0 -0.444 0 0 9.55 0 -

3. Turbulent kinetic energy budget177

For a boundary layer at the front, the turbulence kinetic energy (TKE) budget is expressed as178

𝜕𝑘

𝜕𝑡︸︷︷︸
Tendency

= − 𝜕

𝜕𝑧

(
⟨𝑤′𝑢′𝑖𝑢

′
𝑖⟩/2+ ⟨𝑤′𝑝′⟩ + ⟨𝑢′𝑖𝜏′𝑖3⟩

)
︸                                         ︷︷                                         ︸

Turbulent, Pressure, and SGS Transport

−⟨𝑤′𝑢′⟩ 𝜕⟨𝑢⟩
𝜕𝑧

− ⟨𝑤′𝜐′⟩ 𝜕⟨𝜐⟩
𝜕𝑧︸                              ︷︷                              ︸

Ageostrophic Shear Production

−⟨𝑤′𝜐′⟩
𝜕𝑉𝑔

𝜕𝑧︸         ︷︷         ︸
GSP

+⟨𝑤′𝑏′⟩︸   ︷︷   ︸
Vertical Buoyancy Flux

−𝜀︸︷︷︸
Dissipation

, (6)

where 𝑘 = ⟨𝑢′
𝑖
𝑢′
𝑖
⟩/2 = ⟨𝑢′2 + 𝜐′2 +𝑤′2⟩/2 is the TKE, ⟨ ⟩ represents a Reynolds average (whole-179

domain horizontal average in our analysis), and prime denotes the turbulent fluctuation from that180

average. Since our idealized simulations employ periodic boundary conditions and use whole-181

domain horizontal averages as the Reynolds average, horizontal derivatives of mean turbulence182

quantities do not appear in Eq. (6). This precludes the possibility of horizontal shear production183

terms which may play an important role in the forward energy cascade through submesoscale184

9



frontogenesis (Srinivasan et al. 2022; Yu et al. 2024), or other heterogeneous flow situations not185

considered here (e.g., Pearson et al. 2020; Brenner et al. 2023). Just like the ageostrophic shear186

production (ASP) representing the energy flux between mean ageostrophic flow and turbulence,187

GSP is the energy flux between geostrophic flow and turbulence. The same term with opposite188

sign also occurs in the equation for the mean cross-term kinetic energy, ⟨𝜐⟩𝑉𝑔/2. For a frontal189

zone setup, GSP only evolves due to the along-front component of Reynolds stress ⟨𝑤′𝜐′⟩, as the190

geostrophic velocity𝑉𝑔 is fixed in time, thus GSP = ⟨𝑤′𝜐′⟩𝑀2/ 𝑓 . We again emphasize that the only191

requirement for there to be a non-zero GSP is the joint presence of vertical momentum fluxes and192

thermal wind shear, universal features of submesoscale fronts in turbulent boundary layers. The193

vertical buoyancy flux (VBF) is the energy conversion rate between potential and kinetic energy.194

In a quasi-steady state (𝜕𝑘/𝜕𝑡 ≈ 0), the relative magnitudes of various TKE budget terms at the195

mid-depth of the boundary layer can be roughly scaled by a set of dimensionless numbers (Li196

et al. 2005; Belcher et al. 2012; Li et al. 2019; Dong et al. 2024). In particular, following Monin197

and Obukhov (1954) in assuming the Reynolds stress is proportional to 𝑢2
∗ = |τ𝑤 |/𝜌0 (𝑢∗ is the198

waterside friction velocity), and the ageostrophic shear conforms to the law-of-the-wall scaling,199

the relative importance of GSP to ASP is measured by the ratio,200

𝐻

𝐿𝑠

=
𝐻𝑀2

𝑢∗ 𝑓
=
Δ𝑉𝑔

𝑢∗
, (7)

where 𝐿𝑠 = 𝑢∗ 𝑓 /𝑀2 is the geostrophic shear stability length (Skyllingstad et al. 2017), and Δ𝑉𝑔 =201

𝐻𝑀2/ 𝑓 is the change of background geostrophic velocity over the boundary layer by the thermal202

wind relation. As such, this ratio also signifies the relative strength of the front and wind stress,203

Δ𝑉𝑔/𝑢∗, which is a key parameter in determining the presence of forced-SI based on a theoretical204

scaling for the convective layer depth (Thomas et al. 2013). Here the scaling coefficient (e.g., used205

in Dong et al. 2024) is excluded for simplicity, so 𝐻/𝐿𝑠 > 1 does not necessarily mean larger GSP206

magnitude than ASP. But the value of 𝐻/𝐿𝑠 is still an effective comparative indicator of the relative207

GSP strength among simulations. For reference, the 𝐻/𝐿𝑠 for each simulation is shown in Table 1.208

For each simulation, profiles of TKE budget terms are diagnosed and averaged in the last209

inertial period. Following Li and Fox-Kemper (2017), the time series of the horizontally-averaged210

diagnostics are interpolated to a common 𝑧/𝐻 grid before averaging in time so that “universal”211
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profiles within the Monin and Obukhov (1954) similarity theory are reinforced rather than smeared212

out. Furthermore, this approach prevents the bias in the mean turbulence statistics that can arise213

from averaging data in the boundary layer with those not in the boundary layer during periods of214

deepening or shoaling.215

4. Scaling of GSP + VBF216

Under steady surface forcing, boundary layers at the front tend to reach a quasi-steady state,217

maintaining a consistent vertical buoyancy structure over time (i.e. the rate of change of buoyancy218

becomes independent of depth in the the boundary layer). Thus, the coupling between momentum219

and buoyancy through cross-front advection can be used to jointly constrain the combined effects220

of GSP and VBF (Taylor and Ferrari 2010). This scaling (restated below) originates from studies221

of forced-SI, however its relevance in non forced-SI conditions–particularly outside the downfront222

wind regime–has not been explored. Here, we demonstrate that this scaling is a generic feature of223

frontal boundary layers, at least to the extent the idealized simulation configuration used here is224

representative of more realistic frontal dynamics.225

Consider the horizontally-averaged buoyancy budget and a turbulent Ekman balance in the226

cross-front momentum equation (see Taylor and Ferrari 2010), namely,227

𝜕⟨𝑏⟩
𝜕𝑡

−𝑀2⟨𝑢⟩ = −𝜕⟨𝑤′𝑏′⟩
𝜕𝑧

− 𝜕⟨𝐹3⟩
𝜕𝑧

, (8)

𝑓 ⟨𝑢⟩ = −𝜕⟨𝑤′𝜐′⟩
𝜕𝑧

− 𝜕⟨𝜏23⟩
𝜕𝑧

. (9)

Integrating both Eq. (8) and (9) from 𝑧 to 0 and eliminating the term involving ⟨𝑢⟩ gives (following228

Thomas and Taylor 2010),229

⟨𝑤′𝜐′⟩𝑀
2

𝑓
+ ⟨𝑤′𝑏′⟩ = −𝜏𝑦𝑤

𝜌0 𝑓
𝑀2 +𝐵0 +

∫ 0

𝑧

𝜕⟨𝑏⟩
𝜕𝑡

𝑑𝑧, (10)

where the SGS terms have been neglected since they are only important near the surface. The first230

term on the right hand side is the EBF for a front configured as in Fig. 1, and the last term can be231

shown to scale with EBF+ 𝐵0 by setting the lower integral bound to 𝑧 = −𝐻. Assuming that the232

rate of change of ⟨𝑏⟩ in the boundary layer is uniform with depth (consistent with the simulations233
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shown below), and negligible turbulent fluxes at 𝑧 = −𝐻, we have234

𝐻
𝜕⟨𝑏⟩
𝜕𝑡

= −(EBF+𝐵0). (11)

Finally, combining Eq. (10) and (11) yields235

GSP+VBF = (EBF+𝐵0) (1+ 𝑧/𝐻). (12)

We also note that a similar result can be derived from the boundary layer PV budget (Taylor236

and Ferrari 2010), although interpreting PV in boundary layer LES requires caution (Bodner and237

Fox-Kemper 2020).238

This scaling is expected to be valid as long as the vertical structure of the boundary layer (in239

terms of dimensionless depth 𝑧/𝐻) is steady over time, and the ageostrophic mean flow reaches an240

Ekman balance. Indeed, the mean momentum and buoyancy budget in our simulations generally241

satisfy these two conditions. However, we emphasize that even if 𝜕⟨𝑏⟩/𝜕𝑡 is not strictly uniform242

in the boundary layer, then the linear scaling in (11) still constrains its vertical mean and thus the243

primary vertical structure of GSP+VBF in the boundary layer. Any variations of 𝜕⟨𝑏⟩/𝜕𝑡 relative244

to its vertical mean, along with the finite values of fluxes at the boundary layer base, would lead to245

secondary variations of GSP+VBF from the linear scaling.246

At fronts there is thus a strong constraint that relates both the magnitude and basic vertical247

structure of the combined sum of GSP and VBF to the effective buoyancy forcing (air-sea plus248

Ekman buoyancy flux). Beyond this joint constraint, the GSP itself is also of particular independent249

interest as it represents a cross-scale energy flux between balanced larger-scale flows and turbulence.250

The method for isolating the GSP varies across different regimes, which we will highlight in the251

corresponding result section below.252

5. Results253

As the surface forcing varies across the simulations, the boundary layer at the front undergoes259

qualitatively different evolution (Figs. 2 and 3). Downfront winds [Figs. 2(a-b)] tend to generate260

deeper boundary layers whereas upfront winds [Figs. 2(e-f)] induce restratification and confine the261

extent of turbulence to a shallower depth. Cross-front winds [Figs. 2(c-d)] can lead to mixed layer262
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Fig. 2. Snapshots of the normalized along-front velocity 𝜐/𝑢∗ taken at about 2.86 𝑇 𝑓 for simulation case (a)

DF1, (b) DF2, (c) CF1, (d) CF2, (e) UF1, (f) UF1c. The background geostrophic velocity is not included. Black

lines show buoyancy contours with an interval of 8×10−5 m s−2. Purple arrows show wind directions but their

size do not represent wind stress magnitude. The upper 3 m are not plotted here for visual clarity. Animations

of these simulations are available in the supplemental material.

254

255

256

257

258

depths that are either shallower or deeper than the case with no front depending on the direction of263

the wind stress relative to the buoyancy gradient [Figs. 3(c-d)]. Snapshots of along-front velocity264
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Fig. 3. Temporal evolution of the normalized TKE dissipation rate, 𝜀/(𝑢3
∗/𝐻), for simulation case (a) DF1, (b)

DF2, (c) CF1, (d) CF2, (e) UF1, (f) UF1c. Black lines show buoyancy contours with an interval of 6×10−5 m s−2.

Cyan lines are the boundary layer depths 𝐻 determined from maximum stratification. The mixed layer depths

calculated using Δ𝑏 = 0.03 𝑔/𝜌0 m s−2 are shown in white for reference. Dotted white line is the mixed layer

depth from the no front case NF1, which has the same wind stress magnitude as in case CF1, CF2, and UF1.
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270

271

272

273

in Fig. 2 are representative of each wind-front alignment. Beyond the primary differences in ⟨𝜐⟩265

driven by different wind directions, smaller scaler variations are also evident within each group,266

potentially linked to distinct modes of instability. The characteristics of each regime and the267

associated TKE budget are analyzed in detail in the following subsections.268
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a. Downfront winds274

With downfront winds (EBF > 0), the boundary layer deepens with time [Figs. 3(a-b)], which275

might be a result of forced-SI [DF1 in Fig. 2(a)] or not [DF2 Fig. 2(b)]. The turbulence responsible276

for the deepening depends on the relative strength of the front and wind stress, measured byΔ𝑉𝑔/𝑢∗.277

Consistent with previous studies, with Δ𝑉𝑔 > 𝑢∗ in simulation DF1, GSP dominates the production278

of TKE and balances the dissipation [Fig. 4(a)], except in the upper 10% of the boundary layer.279

Fueled by this large down-scale energy flux from GSP, distinct “classic” SI patterns emerge as280

slanted cellular structures across the front [Fig. 2(a)], with the stratified SI layer occupying about281

90% of the boundary layer [Fig. 3(a)]. In simulation DF2, since Δ𝑉𝑔/𝑢∗ is much smaller, the wind-282

driven ASP is the most important source of TKE [Fig. 4(b)] so SI structures are not dominant, but283

GSP is still a source of turbulence and represents a non-negligible down-scale energy flux from284

geostrophic currents to turbulence. Haney et al. (2015) shows how energy budget contributions285

can be used to identify hidden instability mechanisms. According to the established understanding286

of this problem (Taylor and Ferrari 2010; Thomas et al. 2013), forced-SI is not expected to be287

dominant when Δ𝑉𝑔/𝑢∗ is small. As anticipated, simulation DF2 has no classic phenomenological288

signs of SI (despite the non-negligible GSP), instead, the boundary layer is filled with smaller scale289

eddies and plumes, and remains unstratified throughout [Fig. 2(b)].290

In both downfront wind simulations, the sum of GSP and VBF [Figs. 4(a-b)] generally agrees291

with the linear scaling [Eq. (12)]. The deviation from the linear scaling is slightly larger in case292

DF2, due to the strong entrainment flux near the bottom of boundary layer. Extra downfront wind293

simulations with surface cooling (not shown) confirm that the linear scaling [Eq. (12)] is still294

valid, consistent with previous results (Thomas et al. 2013). Separating GSP from the combined295

scaling for GSP + VBF usually involves another scaling for the convective layer depth, which is296

used to estimate the VBF profile based on a linear decay of 𝐵0 over the convective layer. For both297

simulations, 𝐵0 = 0, the magnitude of VBF is small, especially on the positive side [Figs. 4(a-b)],298

but the zero-crossing of the VBF profile occurs at a much shallower depth in DF1. This difference299

is consistent with the theoretical scaling of the convective layer depth (Taylor and Ferrari 2010).300

Therefore, for purely downfront wind cases, the GSP can be well approximated by EBF(1+ 𝑧/𝐻),301

and the vertically integrated GSP is 0.5 EBF 𝐻—regardless of the presence of SI. Calculations302

using LES diagnostics [Fig. 6(b)] are in line with this bulk scaling, although the results from case303
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Fig. 4. TKE budget profiles averaged in the last inertial period for simulation case (a) DF1, (b) DF2, (c) CF1,

(d) CF2, (e) UF1, (f) UF1c. The transport term includes the turbulent, pressure, and SGS transport. The inset in

each panel provides a zoomed-out view of the budget terms, bounded by the maximum magnitude, centered at

zero.

308

309

310

311

DF2 and DF3 are slightly smaller, likely due to the entrainment flux neglected in the scaling. The304

success of the bulk scaling (regardless of the presence of SI or not) also provides support for the305

approach adopted by Dong et al. (2024) in estimating the contribution of downfront wind induced306

GSP to OSBL turbulence on a global scale.307
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b. Cross-front winds312

The evolution of boundary layer under cross-front winds depends on the wind direction (warm-313

to-cold, CF1, or, cold-to-warm, CF2), and in each case also differs significantly from the cases314

with winds aligned with the front. Although cross-front winds have zero EBF, they can still modify315

the near-surface stratification by generating a vertically sheared flow with nonzero cross-front316

component, initially due to frictional response, later through Ekman veering and turbulent thermal317

wind (TTW: Gula et al. 2014; Wenegrat and McPhaden 2016). The cross-front flow in this case,318

albeit small, can induce restratification and form a shallower mixed layer if directed toward the319

cold side [Fig. 3(c)]. On the contrary, if it is directed toward the warm side, destratification ensues,320

producing a slightly deeper mixed layer [Fig. 3(d)].321

Interestingly, the ageostrophic flow in both simulations exhibits banded structures misaligned322

with the front and wind [Figs. 2(c-d)]. These structures are not evident in the no front simulation323

forced by the same wind. The characteristic wavelength of them ranges from about 125 m in CF1324

to about 250 m in CF22. The signal is especially pronounced in CF2, where the coherent structures325

are linked to near-surface convergence at the edges of the rolls and localized energetic turbulence326

penetrating deep into the stratified layer. These tendril-like structures may also be responsible for327

the significantly higher dissipation rate below the boundary layer in CF2 [Fig. 3(d)]. It is possible328

that these structures are created by a mechanism that resembles the mixed instability developed329

from the combined ageostrophic and geostrophic shear, as studied in detail by Skyllingstad et al.330

(2017) using a set of 2.5 by 2.5 km frontal zone LES. The dynamics of these coherent structures331

and their effects on vertical tracer transport are left for future work.332

The sum of GSP and VBF in the cross-front wind regime [Figs. 4(c-d)] also match the linear333

scaling [Eq. (12)]. The seemingly trivial relationship here, GSP+VBF = 0, implies a compensation334

between them and a sign change of GSP as the cross-front winds switch direction. In the case of335

a warm-to-cold wind (CF1), the wind-driven ASP is the largest source for TKE, and the positive336

GSP provides the energy for the mixing of buoyancy. For a cold-to-warm wind (CF2), the negative337

GSP is balanced by the buoyancy production driven by the destabilizing advection of buoyancy.338

Thus, while there is no net effect of GSP + VBF on the TKE evolution, cross-front winds still339

2Although CF2 only resolves about one wavelength of these banded structures, we have verified that their horizontal scale does not change
significantly in larger domains.
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generate an exchange between eddy potential energy and mean kinetic energy, which may affect340

frontal energetics and dynamics in ways not explored here.341

We also note that in CF2, the ASP only dominates the TKE production in the upper half of the342

boundary layer, while the lower half has much weaker ageostrophic shear. The turbulence in the343

lower half is maintained by TKE transport from above. This feature is likely linked to the organized344

roll structures in Fig. 2(d). Previous studies of roll vortices in the atmospheric boundary layer have345

shown that this type of boundary layer scale motions are efficient in transporting momentum and346

energy (Etling and Brown 1993).347

c. Upfront winds348

With upfront winds (EBF < 0), the boundary layer always experiences a stabilizing buoyancy349

advection from the wind-driven shear flow. Meanwhile, the vertical stratification created by the350

cross-front shear flow is also being mixed away by the wind-driven turbulence. When these two351

effects reach a balance in the quasi-steady state, the vertical stratification within the boundary layer352

remains steady with time (𝜕𝑁2/𝜕𝑡 = 0). As a result, the wind-driven mixing is suppressed, and353

its vertical extent is limited to a shallow equilibrium depth [Figs. 3(e-f)]; the extra stratification354

induced by advection is transferred down below the boundary layer base, generating a pycnocline355

with growing strength over time. Similar structure of the boundary layer was also reported in356

the upfront wind cases of (Yuan and Liang 2021). In the following subsection, we show that this357

equilibrium depth scales with 𝑢∗/𝑀 . The restratification process is little changed with additional358

surface cooling, as long as (EBF+𝐵0) < 0. However, the surface cooling could aid the wind-driven359

turbulence to compete with the restratification, resulting in a deeper boundary layer [Fig. 3(f)] and360

weaker stratification at the base of the boundary layer [Fig. 2(f)].361

Similar to the other two groups, boundary layers in the upfront wind group exhibit a steady362

vertical stratification [Figs. 3(e-f)] and a turbulent Ekman balance (not shown). Consequently, the363

sum of GSP and VBF [Figs. 4(e-f)] closely follows the linear scaling [Eq. (12)], except near the364

surface, where the SGS effect is large. Note that this is a novel finding, as the theoretical constraint365

on GSP + VBF has not been previously examined in the upfront wind regime. From an energetic366

standpoint, ASP is the leading process in setting the turbulence energy level, whereas GSP acts as a367

sink of TKE. Here, negative GSP may not be interpreted as an indicator of up-gradient momentum368
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flux from the geostrophic momentum. Instead, it reflects the work done on the geostrophic velocity369

by a wind-forced Reynolds stress that is decoupled from the geostrophic current. As the Reynolds370

stress rotates following the change of wind direction, while the thermal wind shear does not, GSP371

can take either sign, provided that the stress and thermal wind shear are independent of each other.372

A negative GSP implies a sink of turbulence energy, and an upscale energy transfer, from373

small-scale turbulence to larger-scale currents. In our simulation setup, with imposed background374

buoyancy gradient, exact evidence of accelerated geostrophic current is hidden in the cross-term375

kinetic energy, ⟨𝜐⟩𝑉𝑔/2, as the frontal zone setup does not allow changes in geostrophic velocity.376

For a freely evolving front, a reduction in the wind damping effect on the geostrophic current is377

expected. This is analogous to the decrease of usable wind work for enhancing the kinetic energy378

of ocean circulation, caused by the positive GSP associated with downfront winds (Thomas and379

Taylor 2010).380

Scaling upfront wind GSP381

The method used to estimate downfront wind GSP may lack accuracy in the upfront wind regime382

for two reasons. First, the boundary layer can not be divided into two parts as for downfront winds;383

with surface cooling, even though there is a convective layer (with ⟨𝑤′𝑏′⟩ > 0), the scaling for384

convective layer depth may become invalid. Second, in the case of 𝐵0 = 0, the relative magnitude385

of VBF to GSP is still larger in upfront wind conditions than in downfront wind conditions,386

therefore neglecting VBF would overestimate the magnitude of GSP. To that end, we propose a387

different method to estimate GSP in the upfront wind regime.388

Here, we seek to quantify GSP directly through the along-front Reynolds stress ⟨𝑤′𝜐′⟩ (noting389

that 𝑀2 is vertically uniform and hence does not contribute to the vertical structure of GSP). Since390

the effect of negative EBF in this case is similar to a stabilizing surface buoyancy flux and there is391

no submesoscale instability involved, we use a method adapted from the Derbyshire (1990) model392

for stable atmospheric boundary layers. The model assumes a quasi-steady boundary layer with393

turbulent Ekman balance in momentum budget, and a constant flux Richardson number, which we394

redefine as395

𝑅f =
−(GSP+VBF)

ASP
. (13)
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Fig. 5. (a) Profiles of flux Richardson number 𝑅f for upfront wind cases. (b) Normalized Reynolds stress

profiles in simulation case UF1 compared to the prediction by Eq. (17). (c) Scatter plot of boundary layer depths

against predictions from the Derbyshire model [Eq. (18)]. (d) The percentage of reduction in dissipation as a

function of simulation 𝑀/ 𝑓 . For each simulation, reduction of the vertically integrated dissipation is normalized

by the reference value from the corresponding no front case [see Eq. (21)]. Data in all panels are averaged in the

last inertial period.
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Unlike the traditional definition of 𝑅f , our approach includes GSP along with VBF, essentially402

comparing the relative contribution of these production terms to the ASP. Although GSP is not a403

buoyancy flux in the strict sense, it can be considered as a hypothetical buoyancy flux due to its404

role in the mean buoyancy budget [Eq. (8)], such that the numerator of (13) can be thought of as405

the total effective buoyancy flux (Thomas and Lee 2005). In our simulations 𝑅f is approximately406

constant for the bulk of the boundary layer [Fig. 5(a)], notwithstanding some variations that do407

not seem to greatly impact the applicability of the scaling. Hence, from the definition of the flux408

Richardson number and the generic scaling for GSP+VBF [Eq. (12)], we have409

T ∗ 𝑑M
𝑑𝑧

=
(EBF+𝐵0) (1+ 𝑧/𝐻)

𝑅f
, (14)
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where ∗ denotes complex conjugate, and the Reynolds stress T = ⟨𝑤′𝑢′⟩ + 𝑖⟨𝑤′𝜐′⟩ and the vertical410

shear of the horizontal ageostrophic flow M = ⟨𝑢⟩ + 𝑖⟨𝜐⟩ are assumed in parallel. The Ekman411

balance can be written in complex notation as412

𝑑T
𝑑𝑧

= −𝑖 𝑓M . (15)

Note that the Reynolds stress T includes the part due to geostrophic shear, so the turbulent thermal413

wind (TTW) balance is implied in Eq. (15) (Wenegrat and McPhaden 2016). Taking the derivative414

of Eq. (15) and using Eq. (14) gives a single second-order ordinary differential equation for the415

Reynolds stress,416

T ∗ 𝑑
2T
𝑑𝑧2 =

−𝑖 𝑓 (EBF+𝐵0) (1+ 𝑧/𝐻)
𝑅f

. (16)

With appropriate boundary conditions at the surface and the boundary layer base, the solution is417

given by418

T = −𝑖𝑢2
∗ (1+ 𝑧/𝐻)3/2+𝑖

√
3/2. (17)

Substituting the solution above back into Eq. (16) also yields an expression for the equilibrium419

boundary layer depth,420

𝐻2 =

√
3𝑅f𝑢

4
∗

𝑓 |EBF+𝐵0 |
. (18)

For purely upfront winds (𝐵0 = 0), this simplifies to the form421

𝐻 =

√︃√
3𝑅f

𝑢∗
𝑀

. (19)

For cases with surface heating but no front (𝐵0 < 0, EBF = 0), it reduces to a stratified Ekman422

depth scaling 𝐻 = (
√

3𝑅f𝜅)1/2(𝑢∗𝐿/ 𝑓 )1/2 (Zilitinkevich 1972), where 𝐿 =−𝑢3
∗/𝜅𝐵0 is the Obukhov423

length, with 𝜅 = 0.4 the von Kármán constant. Using a constant 𝑅f = 0.2, Eq. (18) agrees well with424

the boundary layer depth diagnosed from the maximum stratification [Fig. 5(c)]. For case UF3,425

UF4 and UF5, the diagnosed 𝐻 is a little larger than the prediction. These deviations are related426

to the marginally larger 𝑅f in the boundary layer [Fig. 5(a)], and are potentially a result of slightly427

under-resolving the Ozmidov scale near the base of the boundary layer [see Fig. A1(b)].428
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Fig. 6. (a) Hodographs of normalized Reynolds stress for all simulation cases. (b) Scatter plot of vertically

integrated GSP against EBF 𝐻 for all simulation cases. Gray lines correspond to 0.5 EBF 𝐻 (solid) and 0.4

EBF 𝐻 (dotted). The inset shows data outside the main axes limits. Error bars indicate standard deviations. Data

in all panels include SGS stress terms, and are averaged in the last inertial period.
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Figure 5(b) compares the Reynolds stress solution to that from simulation UF1. Overall, Eq. (17)429

can effectively predict the Reynolds stress under upwind conditions, with particularly strong430

accuracy for the downwind component, which is exactly the component needed to estimate GSP.431

Introducing an upward surface buoyancy flux does not alter the shape of the Reynolds stress432

profile significantly [see UF1c in Fig. 6(a)], and the largest change usually occurs in the crosswind433

component. Therefore, we expect Eq. (17) remains valid even with nonzero surface buoyancy flux.434

Using the analytical solution for Reynolds stress T from Eq. (17), the vertically integrated GSP439

in upfront wind conditions is440 ∫ 0

−𝐻
GSPupfront wind 𝑑𝑧 =

∫ 0

−𝐻
Im(T )𝑀

2

𝑓
𝑑𝑧 ≈ 0.4 EBF 𝐻. (20)

Since the Derbyshire model gives good prediction for the Reynolds stress, this bulk scaling for441

GSP also agrees well with the numerical results from all upfront wind simulations [see Fig. 6(b)].442

The scaling factor is very similar in magnitude to that in downfront forced-SI conditions (e.g. 0.5,443

Thomas et al. 2013), but here it represents a destruction of TKE.444
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Given that the TKE source from ASP is about the same as the case with no front (Table 1), a445

negative GSP also suggests a reduction in dissipation rate. In fact, all upfront wind simulations446

analyzed here have smaller vertically integrated dissipation than the corresponding no front simu-447

lation forced by the same wind stress. The percentage of the reduction in the vertically integrated448

dissipation rate, defined as449

𝑟 = 1−
∫ 0
−𝐻 𝜖upfront wind 𝑑𝑧∫ 0

−𝐻 𝜖no front 𝑑𝑧
, (21)

is shown in Fig. 5(d) for each upfront wind simulation. For case Uf1c, the additional contribution450

to the integrated 𝜖no front from surface cooling is accounted for by an empirical scaling, 0.4 𝐵0𝐻,451

proposed by Moeng and Sullivan (1994). This result is potentially relevant to the findings of452

Johnson and Fox-Kemper (2024), who argued that the turbulence suppression in the restratifying453

stable frontal region is stronger than the prediction by traditional (Monin and Obukhov 1954) 1D454

boundary layer scaling and parameterizations, due to the breakdown of the horizontal homogeneity455

assumption. Since the vertical integral of ASP does not change significantly between the no front456

and the upfront wind simulation, the percentage of dissipation reduction can be estimated by the457

ratio458

𝑟 ≈
∫ 0
−𝐻 GSPupfront wind 𝑑𝑧∫ 0

−𝐻 ASP 𝑑𝑧
=

0.4
𝛽

Δ𝑉𝑔

𝑢∗
, (22)

where the integrated dissipation is assumed to be in balance with the integrated ASP in the case459

of no front (Zippel et al. 2022), and 𝛽 =
∫ 0
−𝐻 ASP 𝑑𝑧/𝑢3

∗ ≈ 8 is a coefficient calculated from the460

no front simulation NF1. Strictly speaking, 𝛽 is not a constant, and appears to increase slightly461

with the magnitude of wind stress (e.g., 𝛽 ≈ 9.6 for NF2, see Table 1). However, for simplicity,462

we treat it as constant to derive an approximate estimate. For conditions represented by case463

UF1, Eq. (22) suggests a dissipation reduction of about 9%, which is consistent with the actual464

numerical simulation result in Fig. 5(d). If we assume the boundary layer depth scales with465

𝑢∗/𝑀 under upfront winds, the dissipation reduction ratio becomes 𝑟 ≈ 0.03 𝑀/ 𝑓 . In the upfront466

wind simulations, we do observe an increasing trend of dissipation reduction with 𝑀/ 𝑓 [Fig. 5(d)].467

While this scaling for 𝑟 is not perfect, it provides a conservative estimate of the dissipation reduction468

effect under various ocean conditions. For submesoscale fronts with 𝑀2/ 𝑓 2 typically ranging from469

order 10 to 100 (e.g., D’Asaro et al. 2011; Johnson et al. 2020), the reduction of dissipation due470
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to negative GSP in the upfront wind regime is expected to be about 9∼30%. This suppression471

effect could be even higher if the boundary layer is also forced by cooling or surface wave-driven472

turbulence counteracting the wind-driven restratification [as in case UF1c, see Fig. 5(d)].473

6. Summary and Discussion474

To better understand the exchange of energy between boundary layer turbulence and subme-475

soscale fronts through the geostrophic shear production (GSP), we use a combination of theoretical476

arguments and Large Eddy Simulations (LES) to investigate the variability of GSP across a range477

of wind-front configurations, including downfront winds, cross-front winds and upfront winds.478

The key finding of this study is that GSP represents a generic energy flux between turbulence and479

fronts. The direction of the flux is determined by the wind-front alignment, while its magnitude is480

governed by the effective buoyancy forcing and the boundary layer depth. In the remainder of this481

section, we will further elaborate on this concept and discuss its implications.482

The best studied aspect of this energy exchange process is forced symmetric instability (SI), which483

is viewed as an important mechanism for downscale energy transfer worthy of parameterization484

(Bachman et al. 2017). But because its onset depends critically on the strength of the fronts and the485

local surface forcing conditions such as downfront winds, its generality and overall contribution486

in the global forward energy cascade has been uncertain (e.g., Srinivasan et al. 2022). Here we487

show that GSP is not a special feature of forced-SI, instead, it is likely a generic energy flux, due to488

the coexistence of Reynolds stress and vertical geostrophic shear in the turbulent boundary layer.489

This suggests that the route of forward energy cascade via GSP is not contingent on the presence490

of forced-SI3. Thus, this effect could initiate more quickly than SI, on the timescale of boundary491

layer turbulence, and occur under less stringent conditions that have been mostly overlooked, for492

example, when a strong downfront wind blows over a weak front. While not the focus of this work,493

we also note that baroclinic flows along bottom topography can generate horizontal buoyancy494

gradients and turbulence, suggesting GSP may also provide a cross-scale energy flux in the bottom495

boundary layer (Wenegrat et al. 2018; Wenegrat and Thomas 2020).496

Depending on the orientation of the Reynolds stress and geostrophic shear, the energy exchange497

can flow in either direction–from front to turbulence or vice versa. Unlike downfront winds,498

3A corollary of this is that comparison of turbulent dissipation rate estimates with EBF-based scalings is not sufficient to conclude the presence
of SI.
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upfront winds and cross-front winds aligned with the horizontal buoyancy gradient are typically499

associated with negative GSP and an upscale (turbulence-to-front) energy flux. Cross-front winds500

that oppose the horizontal buoyancy gradient tend to generate positive GSP. For a spatially complex501

field of fronts, or temporally varying surface winds, it is the combination of all local downscale502

and upscale flux that determines the net energy transfer. Considering only conditions favorable for503

forced-SI will misrepresent the total cross-scale energy flux.504

Despite the disparate responses of the boundary layer in each case, we find that in all wind-front505

configurations, the sum of GSP and vertical buoyancy flux (VBF) scales with the combined Ekman506

and surface buoyancy fluxes, and decays linearly with depth according to Eq. (12). This behavior is507

consistent with the theoretical expectation of a quasi-steady boundary layer at the front. One limita-508

tion of the simulations considered here is that they do not resolve the mixed-layer instability (MLI),509

which has significant positive buoyancy flux to restratify the mixed layer. However, preliminary510

analysis of simulations in a large domain (still with fixed background buoyancy gradient) suggests511

that the theoretical constraint on GSP + VBF remains valid if the additional buoyancy forcing from512

MLI is accounted for. Extension of these findings to finite width fronts, which will allow for both513

the presence of horizontal shear production terms and for a response of the geostrophic flow to514

the GSP energy transfer, is left to future work (although note the fronts analyzed in Johnson and515

Fox-Kemper 2024, were finite width and exhibited many of the features highlighted here).516

Together with the scaling for convective layer depth, the scaling for GSP + VBF could be used517

to estimate GSP under all downfront wind conditions. However, estimating GSP in other wind-518

front alignments necessitates a different approach. For upfront winds, we propose a method that519

can accurately predict Reynolds stress profile, thus GSP can be directly inferred. Compared to520

the purely downfront wind case, the upfront wind case has the same scaling, 𝛼 EBF 𝐻, for the521

vertically integrated GSP, only that the coefficient 𝛼 ≈ 0.4 is slightly smaller (𝛼 ≈ 0.5 for downfront522

winds). These effects are presently not captured in parameterizations where the presence of fronts is523

neglected by tradition in boundary layer schemes (Johnson and Fox-Kemper 2024). Comparison of524

this bulk scaling with GSP integrated from LES solutions [Fig. 6(b)] shows remarkable agreement525

for upfront winds, and reasonable agreement for downfront winds. The minor deviations in526

downfront wind cases are due to the neglect of VBF. Therefore, the major difference between the527

downfront and upfront wind induced GSP magnitude would likely come from the boundary layer528
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depth 𝐻. With wind forcing alone, this difference in 𝐻 can reach a factor of 2∼3 within a few inertial529

periods. As a result, for a filament forced by the same along-front wind, the vertically integrated530

GSP at the two sides of the filament would be opposite in sign but asymmetric in magnitude, such531

that the spatial mean energy transfer would still be downscale (as found in Johnson and Fox-Kemper532

2024).533

For cross-front winds, EBF becomes less useful in scaling the vertically integrated GSP534

[Fig. 6(b)]. Although smaller in magnitude, the cross-front wind GSP may influence the net535

energy transfer by either offsetting or amplifying the GSP from along-front winds when the wind-536

front angle is oblique. It is worth noting that the cross-front wind opposing the horizontal buoyancy537

gradient produces a bit larger magnitude of GSP than the other one [Fig. 6(b)]. A potential ex-538

planation is that the wind-driven Ekman flows are in opposite direction, one strengthens the total539

along-front vertical shear while the other weakens it. As a result, the along-front Reynolds stress540

magnitude is larger in one case than the other, as is shown in Fig. 6(a). Furthermore, coherent roll541

structures are active in the cross-front wind regime examined here. In particular, those formed in542

the cold-to-warm wind scenario may play an important role in transporting energy and tracers into543

the ocean interior.544

Since both components of the Reynolds stress scale with the wind stress, perhaps one can again545

use 𝛼𝑢2
∗Δ𝑉𝑔 (note 𝑢2

∗ represents the full wind stress) to scale the vertically integrated GSP under546

cross-front wind conditions. Applying this method to our cross-front wind cases in this study547

suggests 𝛼 is about 0.1 and 0.2 for the cold-to-warm and warm-to-cold wind case, respectively.548

Validating these empirical values will clearly require a broader exploration of the parameter space549

in the cross-front wind regime. The results here though suggest a limited range of 𝛼 ≈ 0.1−0.5 for550

all wind orientations, such that the variation of 𝛼 with wind-front alignment may be a secondary551

effect for the purpose of estimating bulk energy transfer rate, as compared to the strength of the552

wind and front. These variations in 𝛼 are however obviously critical for tracer transport and553

mixing, as it reflects the change of the vertical structure of Reynolds stress profile with wind-front554

configuration [Fig. 6(a)]. Further investigation of this approach is beyond the scope of this paper555

and will be explored in future work.556

Finally, we emphasize that these results are not only important for understanding the role of557

submesoscale fronts in the global kinetic energy budget, but also hold implications for boundary558
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layer mixing parameterizations. In addition to the well studied forced-SI driven turbulence, we559

show that boundary layer turbulence is also modified by the presence of a front in conditions560

with no SI through the vertical shear production. This can be either a source or sink of TKE561

depending on wind direction, such that regional or global submesoscale-permitting models that562

rely on 1D turbulence parameterizations would alternately under or over estimate surface boundary563

layer mixing, respectively. Existing parameterizations for submesoscale restratification via mixed-564

layer instability (Fox-Kemper et al. 2008), or geostrophic shear production restricted to forced-565

SI conditions (Bachman et al. 2017), will not properly represent this mechanism. This effect566

should be incorporated into boundary layer parameterizations; otherwise, excessive mixing of567

momentum in upfront wind conditions could feedback into the vertical shear, weakening fronts568

and misrepresenting forward energy transfer within the model.569
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APPENDIX578

Grid Resolution Sensitivity579

To make sure our results do not vary significantly with grid resolution, we evaluate the vertical580

grid spacing Δ𝑧 against the Ozmidov scale, defined as581

𝐿𝑂𝑧𝑚𝑖𝑑𝑜𝑣 = 2𝜋
√︂

𝜀

𝑁3 . (A1)

The Ozmidov scale represents the largest length scale of 3D turbulence that conceptually remains582

free of stratification influences. Khani (2018) compared results from LES and and direct numerical583

simulation (DNS) and found that LES could correctly reproduce the directly resolved turbulent584

flow in DNS when the grid spacing is approximately equal or small to the Ozmidov scale. For585

boundary layers, especially the stratified ones, 𝜀 and 𝑁2 vary significantly with depth, hence we586

compute vertical profiles of 𝐿𝑂𝑧𝑚𝑖𝑑𝑜𝑣 using horizontally averaged 𝜀 and 𝑁2 in turbulent regions587

(𝜀 > 10−10 m2 s−3) of the flow. Figures A1(a-b) show the profiles of Δ𝑧/𝐿𝑂𝑧𝑚𝑖𝑑𝑜𝑣 averaged in the588

last inertial period of all the simulations analyzed. Almost all of them satisfy or exceed the criteria589

(Δ𝑧/𝐿𝑂𝑧𝑚𝑖𝑑𝑜𝑣 ≤ 1) at all depth. Upfront wind cases are more challenging because the wind-driven590

restratification creates very strong 𝑁2. Nevertheless, the chosen grid spacing is sufficient to resolve591

the Ozmidov scale through the bulk of the boundary layer.592

To further test the convergence of results, we also run an extra set of the six main simulations593

with a 2 times coarser grid, but keeping the same grid aspect ratio Δ𝑥 : Δ𝑦 : Δ𝑧. Compared to the594

high resolutions runs used in the paper, these lower resolution runs have very similar integrated595
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Fig. A1. Mean profiles of Δ𝑧/𝐿𝑂𝑧𝑚𝑖𝑑𝑜𝑣 in the last inertial period for (a) non-upfront wind cases and (b)

upfront wind cases. Dots denote the boundary layer depths. (c) Comparison of vertically integrated GSP from

two sets of simulations with different Δ𝑧.

598

599

600

GSP values [Fig. A1(c)]. Therefore we consider our results converged and not sensitive to further596

refinement of grid resolution.597
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